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1. Introduction

The characterization of rock masses for engineering applications generally includes

analyses for the identification of discontinuity sets and the characterization of their

orientation which are commonly performed using hemispherical projections of dis-

continuity unit normal vectors (see e.g., Priest, 1985, 1993b; Harrison, 1992). Visual

inspection of contour plots of orientation density computed by counting the number of

unit normal vectors that fall inside a reference circle have been traditionally employed

for such task. However, they have been found to present problems due to sampling

bias (Terzaghi, 1965; Priest, 1993a); to clustering results heavily depending on the

size of the reference circle (Harrison, 1992); and to subjectivity in the interpretation

of the results (Mahtab and Yegulalp, 1982; Priest, 1993b; Hammah and Curran,

1998). Such problems have lead to a recent interest in the development of alterna-

tive techniques for automatic identification of rock discontinuity sets based on their

orientation. For instance, spectral clustering methods that use eigenvectors of matri-

ces constructed using measures of similarity between the data points have been

recently employed for clustering of rock discontinuities (Jimenez-Rodriguez and

Sitar, 2006).
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In this work we demonstrate the integration of spectral methods and fuzzy

K-means for clustering of discontinuity orientations based on their orientation. In

general, clustering techniques based on fuzzy algorithms are believed to provide im-

proved partitions with respect to non-fuzzy clustering methods (see e.g., Hammah and

Curran, 1998). Fuzzy clustering algorithms assign, for each observation in the data

set, degrees of membership to the different clusters that provide information about

the uncertainty of the clustering assignments. That is, when an observation belongs to

a cluster, it tends to have a high degree of membership to that cluster and low degrees

of membership to the remaining clusters (Hammah and Curran, 1998). A further

advantage of fuzzy clustering techniques is that degrees of membership can be

regarded as probabilities that can be exploited in simulations using Monte Carlo

sampling. This could be of significant practical interest if there are other properties,

such as size, transmissivity, etc., associated to fractures of each discontinuity set

(Munier, 2006).

We also present a novel method for graphical representation of discontinuity sets,

in which the degree of membership of each discontinuity to its assigned set (i.e., a

measure of the certainty of the assignment) is explicitly indicated by means of a color

scale. Finally, we further illustrate the performance of the algorithm in a number of

test cases, and we compare the clustering results computed using the proposed fuzzy

spectral clustering algorithm with results computed using other clustering algorithms

employed in rock engineering applications.

2. Algorithm for fuzzy spectral clustering

In this work we integrate fuzzy K-means with the spectral clustering algorithm. As

an initial step to perform clustering, however, we need to define a notion of similar-

ity (or distance) between orientations of discontinuities in the data set. The goal of

the fuzzy clustering algorithm is then to identify discontinuities that are ‘‘similar’’

and to assign them (considering the uncertainty of the assignment) to the same

discontinuity set.

We use the sine of the acute angle between discontinuity unit normal vectors as a

measure of their similarity. The sine-based similarity measure has the advantage that it

is simple to compute, at the same time that (as we will show) it performs well in most

cases, successfully identifying anisotropic clusters in a number of test cases. Note that,

however, the election of an adequate distance metric is a crucial aspect of discontinu-

ity clustering methods. For instance, in the context of regular fuzzy K-means cluster-

ing, the topology induced by the sine-based distance measure favors isotropic cluster

shapes, which leads to difficulties with discontinuity sets of elliptical shape (see e.g.,

Harrison, 1992; Hammah and Curran, 1998, 1999).

Given a data set with N measurements of rock discontinuity orientations to be

clustered into K discontinuity sets, spectral clustering is performed by a transforma-

tion of the N discontinuity orientations to a K-dimensional space. The coordinates of

the observations in the transformed space are computed using the main eigenvectors of

a matrix that includes information of the (normalized) distance between observations.

The advantage of spectral clustering is that transformed points cluster around K
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mutually orthogonal points on the surface of the K-dimensional unit hypersphere,1

where it is easy to perform clustering; in addition, partitions in the transformed K-

dimensional space correspond to partitions in the original space (see Ng et al., 2002;

Jimenez-Rodriquez and Sitar, 2006 for details).

In this work, we extend previous crisp applications of spectral clustering, with the

objective of obtaining information about the uncertainties of the assignments of

observations to each discontinuity set. To that end, we perform the transformation

into the K dimensional space mentioned above; however, instead of performing hard

clustering in the transformed space via K-means, we perform fuzzy clustering, as

follows (see also Ng et al., 2002):

1. Cluster the data points in the transformed space into K subsets using the fuzzy

K-means algorithm. Observations in the transformed space are assigned to the

cluster to which they have the highest degree of membership; observations in the

original space are assigned to the cluster to which their corresponding transformed

point is assigned.

2. Assign computed degrees of membership of points to each cluster in the trans-

formed space to their corresponding points in the original space of discontinuity

orientations.

In this way, we compute estimates of the degrees of membership of discontinuity

observations to each discontinuity set that can also be used to perform Monte Carlo

sampling. One further advantage is that, as we show in Sect. 3, degrees of membership

can be incorporated into stereographical projection plots of discontinuity orientations

to indicate the uncertainty of the assignments performed.

3. Example analyses

3.1 Herda et al. (1991) and Hammah and Curran (1999) data sets

In this section we work with discontinuities corresponding to Site c1904.1 from the

MIT fracture-attitude data collection (Herda et al., 1991), and also with data of dis-

continuity orientations taken from Hammah and Curran (1999). The near-vertical

fractures (i.e., near-horizontal poles) in Fig. 1, which are aligned along a girdle, are

taken from Herda et al. (1991), whereas the near-horizontal fractures (i.e., near-verti-

cal poles) are taken from Hammah and Curran (1999), and they correspond to a

discontinuity set with elliptical shape.

Figure 1 shows a comparison between clustering results (considering two discon-

tinuity sets) computed with the fuzzy K-means algorithm and with the fuzzy spectral

clustering algorithm proposed in this paper. Uncertainties in the clustering assign-

ments are represented by means of the color scales shown in Fig. 1d. That is, dis-

continuities are plotted using a blue point if they are assigned to set number 1 (i.e., if

their degree of membership to set number 1 is higher than their degree of membership

1 For two discontinuity sets (K ¼ 2), the 2-dimensional unit hypersphere is reduced to a circle; for three
discontinuity sets (K ¼ 3) we have a regular unit 3-dimensional sphere; whereas for four and more
discontinuity sets (K5 4) we have a K-dimensional unit hypersphere.
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to any other set), whereas they are plotted using a red point if they are assigned to set

number 2. Similarly, note that shading of colors indicates the degree of membership of

the observations to their assigned set. In other words, points plotted with solid colors

indicate certain assignments, whereas points plotted with shaded colors indicate un-

certain assignments.

Figure 1c shows that the fuzzy spectral clustering method (using a sine-based

similarity measure) performs well, successfully identifying discontinuities aligned

along the girdle and discontinuities belonging to the horizontal elliptical discon-

tinuity set. However, Fig. 1a and b, show that, in this case, the fuzzy K-means algo-

rithm (both with sine-distance and Kent-distance metrics) fails to identify the natural

Fig. 1. Comparison of fuzzy K-means clustering and fuzzy spectral clustering with an orientation data set
composed of an elliptical discontinuity set and discontinuities aligned along a girdle. (� set number 1; ~ set

number 2)
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partitions in the data set. Similarly, the solid colors in Fig. 1c (when compared with

the shaded colors in Fig. 1a and b) indicate that the clustering partitions provided by

traditional fuzzy K-means are significantly more uncertain (i.e., less crisp) than those

computed with the fuzzy spectral clustering algorithm. (Indeed, Jimenez-Rodriguez

and Sitar (2006) show that these data form tight clusters in the transformed space;

accordingly, it is easy to perform fuzzy K-means and observations have high degrees

of membership to their corresponding clusters.)

Figure 2 shows another comparison between clustering results computed with the

fuzzy K-means algorithm and the spectral fuzzy algorithm. Discontinuity orientation

data in Fig. 2 correspond to two (simulated) anisotropic discontinuity sets taken from

Fig. 2. Comparison of fuzzy K-means clustering and fuzzy spectral clustering with an orientation data set
composed of two anisotropic discontinuity sets. (� set number 1; ~ set number 2)
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Hammah and Curran (1999). (The near-vertical pole set is the same as in Fig. 1.) As

expected in this case (see Hammah and Curran (1999) for details), the fuzzy K-means

algorithm with the Kent-based distance metric (Fig. 2b) performs better than with the

sine-based distance metric (Fig. 2a), and it provides an improved partition of discon-

tinuity sets. (Uncertainties in the clustering assignments are represented by means of

the color scale shown in Fig. 2d.) Results also show that discontinuity sets identified

with the fuzzy spectral clustering algorithm (Fig. 2c) are very similar to those com-

puted with the fuzzy K-means algorithm and the Kent distance metric, although in this

case the fuzzy K-means (Kent distance) algorithm slightly outperforms the spectral

clustering algorithm. (Five discontinuities are assigned to the wrong discontinuity set

in Fig. 2c, whereas only one is assigned to the wrong discontinuity set in Fig. 2b.)

Finally, the solid colors in Fig. 2b and 2c indicate that, in this case, both the spectral

fuzzy clustering algorithm (with the sine-based distance metric) and the fuzzy

K-means algorithm provide crisp partitions into discontinuity sets.

3.2 ASM000205 outcrop data set

In this section we further test the fuzzy spectral clustering algorithm with a data set of

N ¼ 1; 173 discontinuity orientation measurements performed by the Swedish

Fig. 3. Map of discontinuity traces recorded at ASM000205 outcrop. (Courtesy of Raymond Munier)
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Nuclear Fuel and Waste Management Company (SKB) at outcrop ASM000205 in

Simpevarp Peninsula, Sweden (Darcel et al., 2004). Measurements of discontinuity

orientations at this outcrop are made in the context of a wider effort for site charac-

terization at this area, with the objective of assessing the adequacy of alternative

locations of a proposed geological repository for spent nuclear fuel (SKB, 2005).

The map of discontinuity traces at the outcrop is shown in Fig. 3. The rock type at

the outcrop is diorite with very small grain size (Darcel et al., 2004). A high density of

very small fractures can be observed at the outcrop, and fracture traces were mapped

over the whole surface of the outcrop with a lower cut-off length of approximately

50 cm (Darcel et al., 2004).

Figure 4 shows an equal-area (Schmidt) lower hemisphere projection of the nor-

mal unit vectors of each discontinuity mapped. Contours that represent the estimated

frequency of discontinuity normals in each direction in space are presented as well. In

this work we do not discuss the identification of the optimal number of discontinuity

sets (for a discussion, see e.g., Harrison, 1992; Hammah and Curran, 1998, 2000).

However, contour maps of unit normal vectors such as that in Fig. 4 could help a

trained analyst to decide the number of discontinuity sets that should be used in each

particular application.

In this case, for instance, it seems reasonable to cluster the data into three discon-

tinuity sets. As shown in Fig. 4, there are two obvious sets corresponding to areas of

high density in the contour plot of discontinuity orientations (one with poles trending

Fig. 4. Representation of Kamb’s contours of discontinuity orientations in the ASM000205 data set (contour
interval 2�; significance level 3�)
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approximately in direction E–W, and the other with poles trending approximately in

direction NW–SE); whereas the third set is expected to cluster discontinuity poles

trending approximately in direction NE–SW. This working assumption is further sup-

ported by the observation that Darcel et al. (2004) use to partition the data set of

discontinuity orientations at outcrop ASM000205 into three discontinuity sets based

on their orientation.

Therefore, we also consider three discontinuity sets and, in Fig. 5, we compare the

computed clustering partitions when different algorithms are employed to identify

three discontinuity sets. The results show that the partitions provided by the fuzzy

spectral clustering algorithm agree well with those provided by the other algorithms,

and it is difficult to know which partition should be preferred in general (Klose et al.,

Fig. 5. Comparison of clustering results for different clustering algorithms considering K ¼ 3 discontinuity
sets (ASM000205 data set)
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2005). However, based on visual observation, we consider that partitions computed

with the fuzzy spectral clustering algorithm are at least as natural as partitions com-

puted with the other algorithms. Similarly, our results show that, in this case, higher

degrees of membership to the different partitions (i.e., lower uncertainties in the

assignments) are obtained with the fuzzy spectral clustering algorithm than with the

fuzzy K-means algorithm. (Differences in the uncertainties of the assignments can be

observed when the more solid colors in Fig. 5c are compared with the more shaded

colors in Fig. 5a and b; the scale of degrees of membership is shown in Fig. 5d.)

For the sake of completeness, partitions computed using the vector quantization

algorithm proposed by Klose et al. (2005) for K ¼ 3 discontinuity sets are presented in

Fig. 6. As shown, such partitions agree well with the partitions of the fuzzy spectral

clustering algorithm and of the regular fuzzy K-means algorithm. However, note that

no information of the uncertainty of the assignments is available in this case, since the

vector quantization algorithm is a crisp algorithm. Accordingly, degrees of member-

ship are not plotted in this case.

4. Conclusions

We present a new approach for the identification of rock discontinuity sets based on

their orientations by means of fuzzy spectral clustering. We also present a novel

approach for graphical representation of discontinuity sets, in which the degree of

membership of each discontinuity to its assigned discontinuity set (i.e., a measure of

the uncertainty of the assignment) is explicitly indicated by means of a scale of shaded

colors.

Fig. 6. Clustering results for the vector quantization clustering algorithm (Klose et al., 2005), with crisp
assignments, considering K ¼ 3 discontinuity sets (ASM000205 data set)
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For clustering into K discontinuity sets, the fuzzy spectral clustering algorithm is

based on performing a transformation of the original data of discontinuity orientations

into a transformed space where clustering is performed. The advantage of such a

transformation is that points in the transformed space are expected to cluster around

K orthogonal points on the surface of the K-dimensional unit sphere. Clustering

partitions in the transformed space are in general easier to identify, hence providing

reduced uncertainties (i.e., higher degrees of membership) in the assignments of data

points to discontinuity sets using the fuzzy K-means algorithm.

The performance of the fuzzy spectral clustering algorithm is studied using several

real data sets of rock discontinuity orientations. The results show that the algorithm

exhibits good clustering capabilities, even when a simple sine-based similarity mea-

sure is considered. In particular, the discontinuity set partitions computed with the

spectral clustering algorithm are shown to be very similar to those computed with

other clustering algorithms that are used in rock engineering applications. We also

show an example case in which the fuzzy spectral clustering algorithm provides more

natural partitions than the other algorithms considered, and one example in which the

fuzzy K-means algorithm (with the Kent-based distance metric) performs slightly

better than the fuzzy spectral clustering algorithm. Furthermore, our results indicate

that, given the tight clusters that observations are expected to form in the transformed

space, the computed degrees of membership of discontinuity observations to discon-

tinuity sets are higher in general for the fuzzy spectral clustering algorithm than for

the fuzzy K-means algorithm.
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