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Executive Summary :


Two very different tasks are reported in this document. The first one concerns an implementation of a management software, whereas the second discusses some traffic management issues.





The element management system for the Ascom Optical Ring Network is called Ring Management System (RMS); a first implementation of it has been done on a Sun platform under Solaris 2.5. The RMS is used by connecting a workstation to the Ethernet interface on the Ring Controller Module (RCM) of an access node. The RMS gives access to almost every level in the hierarchy of the system from the top - i.e. the optical ring network - downto a single interface on an access node.





INT has studied some issues on the subject of traffic management with respect to the Ascom access nodes and the optical ring network.
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Introduction


The software implementation of the element management for the Ascom Optical Ring Network is called Ring Management System (RMS). The first part of this deliverable is entirely dedicated to a description of the RMS (chapters 1 to 6).





The following chapters - 7 to 11 - reflect some considerations on the subject of traffic management with respect to the Ascom Optical Access Nodes.





�
User Interface


The RMS provides several views of an Ascom Optical Ring Network. The possible views are: 


Ring View: shows all the Ascom Access Nodes on the ring


Node View: shows the simulated front panel of a Ascom Access Node


VP Cross-connect View, shows the matrix of Virtual Paths cross-connected between two nodes.


VC Cross-connect View, shows the matrix of Virtual Channels cross-connected between two ATM Interfaces.


Ring View


The Ring View is always accessible by choosing the View/Ring menu item.





The other views are accessible by first selecting an appropriate component and then choosing a View menu item. For example, to show the Node View, first display the Ring View, then select the desired node with the mouse, and choose the View/Node menu item.





Configurable components are represented by icons (e.g. the connector on the node view) or cells in spreadsheet-like matrices. To configure a component, either double-click on it or select the component and then choose the Edit/Config menu item.


Node View


The Node View shows a simulated front panel of a node. To access the Node View first select a node from the Ring View and then choose the View/Node menu item. The Node View is used to access configuration dialogs for: 


the node itself,


the slots in the node,


the modules in the slots,


the physical OC-3 connectors on the APM-S module,


and the logical ATM Interfaces on the APM-S module.





It is helpful to remember the following points when using the Node View.


The view has hotspots for accessing the configuration dialogs for the various components shown on the view.


Hotspots are activated by double-clicking.


Access a module's configuration dialog by double-clicking on any integral part of the module (e.g. light or label).


A slot's configuration dialog can be displayed by double-clicking on any blank area of the module’s front faceplate.


There are two special hotspots on the APM-S module: one for the OC-3 Connector configuration and one for ATM Interface configuration.
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Figure 2-1: Node View





Monitoring


The status of each node in the Ascom Optical Ring can be monitored by the RMS. Status changes for a node are indicated by changing the color of the node's icon on the Ring View. The specific error condition for the node is shown on the node's Node View. The indicator lights on the node’s simulated front panel indicate what is wrong.


Status information is updated when the component is initially displayed. A component’s status information can be refreshed  by first selecting the component and then choosing the Edit/Discover menu item.


Additional status information is available via the configuration dialogs for the Optical Multiplexer Module and the OC-3 Connector. This includes information on:


status of the two physical rings


status of the eight data paths


OMM port FIFO overflows


status of the OC-3 Connector





Startup Tasks


The following sections explain how to execute typical tasks that are normally performed when a new Ascom Optical Ring is installed. The tasks cover how to: 


configure a new Ascom Access Node, 


create permanent connections, 


create switched connections, 


discover changes the ring’s topology,


and modify and remove components.


The examples assume that two Ascom Access Nodes and the RMS software have been installed and configured correctly.


Configuring an Ascom Access Node


Whenever a new Ascom Access Node is added to the ring it must be configured before attempting to create any VP/VCs. The steps to configure a new node are:


ensure that the RMS “discovers” the new node,


ensure that the node and its components are “In-service”,


and configure the OC-3 Connector on each Access Port Module (APM-S).


Node Discovery


When RMS is started it will automatically discover any Ascom Access Nodes on the ring. It will then query each node for its configuration.


To force RMS to recognize new nodes that have been added to the ring either restart RMS or select the ring in the Ring View and then choose the Edit/Discover menu item.


Ensure Components are “In-service”


Once a node has been discovered by the RMS it must be placed “In-service”.  This applies to: 


the node itself,


any Access Port Module,


and the OC-3 Connector.





For any component, the steps are the same:


Click on Configure button. The  Operatational State should be Initializing, check that the Management State is Unlocked.


Click on Install button. The Operator Status should become Out Of Service.


Click on Up button. The Operator Status should become In Service.
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Figure 3-1: Node configuration dialog box


Configure ATM Interface


Once the node is “In-service”, the ATM Interface must be configured. This involves setting the following:


input bandwidth,


output bandwidth,


lowest and highest VPI,


maximum VPC,


lowest and highest VCI, and


maximum VCC.


The values chosen must be within the ranges noted previously for the OC-3 Connector otherwise an error message will be given.
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Figure 3-2: (OC-3) ATM interface configuration





The OC-3 Connector’s parameters can also be displayed by double-clicking on the physical connector in the Node View.





After entering the configuration parameters for the ATM Interface, click on the Apply button.


Creating Permanent Connections


This section describes how to create permanent connections. Permanent connections are created by cross-connecting Virtual Paths (VP) or Virtual Channels (VC). 





Two examples are given: one for configuring a VP cross-connection and one for VC cross-connection. The examples assume a ring with two Ascom Access Nodes installed and each with one interface (see � RENV _Ref359900183 \* FUSIONFORMAT �Erreur! Source du renvoi introuvable.�). The examples also assume that both nodes have been setup as per the section “� RENV _Ref359902450 \* FUSIONFORMAT �Configuring an Ascom Access Node�”.





The VP cross-connection to be configured is shown at the bottom of figure 4-1. The VC cross-connection is shown at the top of the same figure.
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Figure 4-1: VP/VC cross connection example





VP Cross Connection


A VP cross-connection routes an entire virtual path through an ATM switch. When an incoming cell is received, the VPI is examined to determine the outgoing ATM Interface and VPI. The VCI is pass through unchanged.





To create a VP cross-connection you need to know the: 


incoming ATM Interface,


incoming VPI, 


incoming maximum bandwidth, 


outgoing ATM Interface, 


outgoing VPI 


and maximum outgoing bandwidth.





Below are the steps needed to create a VP cross-connection for incoming cells arriving on ATM Interface 1 of node 1 to ATM Interface 1 on node 2. The incoming VPI will be 4 and the outgoing VPI will be 5. This is shown at the bottom of figure 4-1.





We first create VPIs 4 and 5. We then cross-connect them.


Create VPIs 4 and 5


Choose the View/Ring menu item. The ring displayed will have two Ascom Access. Hold down ctrl key and select node 2. Both nodes 1 and 2 should be highlighted.


Choose the View/Cross-connect menu item to display the VP Cross Connect Matrix. The connections between the two nodes is summarize in a spreadsheet-like. Each ATM Interface is represented by a cell: node.interface. For example 2.1 is ATM Interface 1 on node 2.


Double-click on cell 1.1 (either one) to display the ATM Interface configuration dialog. If the ATM Interface has been configured correctly, the Add  button will be enabled. If the Add button is not enabled, you will need to configure the ATM Interface as per the “� RENV _Ref359903388 \* FUSIONFORMAT �Configuring an Ascom Access Node�” section.


Using the Add  button, create VPI 4 with mode set to Link. Choose an appropriate input and output bandwidth. Click on the Close button to return to the matrix.


Double-click on cell 2.1 and follow the previous steps to create VPI 5 on node 2 ATM Interface 1.


Cross-Connect VPIs


Double-click on the cell at intersection of row 1.1 (node 1 ATM Interface 1) and column 2.1 (node 2 ATM Interface 1). The VP Cross Connect dialog will appear.


From the left ATM Interface (1.1) select VPI 4 and select VPI 5 from the right ATM Interface (2.1). Click on the Connect button and then the Close button.





Now all incoming cells on node 1’s ATM Interface 1 with a VPI of 4 will be routed to node 2’s ATM Interface 1 with the VPI changed to 5.


VC Cross Connection


A VC cross-connection routes one virtual connection through an ATM switch. When an incoming cell is received, the VPI and the VCI are examined to determine: the outgoing ATM Interface, the VPI, and the VCI. Both the VPI and the VCI can be changed.





To create a VC cross-connection you need to know: 


incoming ATM Interface, 


incoming VPI, 


incoming VCI, 


incoming maximum bandwidth, 


outgoing ATM Interface, 


outgoing VPI ,


outgoing VCI, 


and the maximum outgoing bandwidth.


Below are the steps needed to create two VC cross-connections for incoming cells arriving on ATM Interface 1 of node 1. The incoming VPI will be 4. The incoming VCI’s will be 21 and 22.


Both VCI’s will be cross-connected to ATM Interface 1 on node 2. Incoming VCI 21 will be cross-connected to outgoing VCI 24 on VPI 3. Incoming VCI 22 will be cross-connected to outgoing VCI 23 on VPI 2.





We first create the VPIs: one on node 1 and two on node 2. We then create the VCIs in the VPIs. Finally we cross connect the VCIs.


Create VPIs


Three VPIs (1, 2, and 3) must be created with mode set to Connection. Connection is needed because the VPIs terminate on the ATMLite switch. VPI 1 should be created on node 1 ATM Interface 1. VPIs 2 and 3 should be created on node 2 ATM Interface 1. The VPI should not be cross-linked.


Choose the View/Ring menu item. The ring displayed will have two Ascom Access Nodes.


Select node 1 and then choose the View/Node menu item. The front panel of the node will be displayed. The ATM Interface is indicated by the number 1 on the APM-S board.


Double-click on the ATM Interface. If the ATM Interface has been configured correctly, the Add button will be enabled. If the Add button is not enabled, you will need to configure the ATM Interface as per the “� RENV _Ref359903388 \* FUSIONFORMAT �Configuring an Ascom Access Node�” section.


Using the Add button, create VPI 1 with mode set to Link. Choose an appropriate input and output bandwidth.


Follow the previous steps to create VPI 2 on node 1 and VPI 3 on node 2.


Create VCIs


VCIs are created within VPIs. In this case VCIs 21 & 22 within VPI 1,  VCI 23 within VPI 2, and VCI 24 within VPI 3.


Display the Ring View and select node 1 and node 2 by holding down the ctrl key. Choose the View/VP Cross-connect menu item to display the VP Cross-connect Matrix.


Display the VC Cross-connect Matrix for ATM Interfaces 1.1 and 2.1 by selecting the cell at the intersection of row 1.1 and column 2.1. Choose the View/VC Cross-connect menu item. The VPIs are represented by node.interface.VPI. For example 1.2.10 is VPI 10 on ATM Interface 2 on node 1.


Double-click on the cell 1.1.1 to display the configuration dialog for VPI 1.


Using the Add button create VCI 21. Mode should be set to Link. Choose an appropriate input and output bandwidth. In this example the output bandwidth is not used as we will be cross-connecting the VPC as a incoming. Repeat the step for VCI 22.


Follow the previous steps to create VCI 23 on VPI 2 and VCI 24 on VPI 3. Remember that VPI 2 and 3 are on the second node so double-click on cell 2.1.2 to display the configuration dialog for VPI 2 and on cell 2.1.3 for VPI 3.


Cross Connect VCIs


Return to the VC Cross-Connect Matrix dialog.


Double-click on the cell at row 1.1.1 (node 1 ATM Interface 1, VPI 1) and column 2.1.2 (node 2 ATM Interface 1, VPI 2). The VC Cross Connect dialog will be shown.


From the left VPI (1.1.1) select VCI 22 and select VCI 23 from the right ATM VPI (2.1.2). Click on the Connect button and then the Close button.





Now all incoming cells on node 1’s ATM Interface 1 with a VPI of 1 and VCI of 1 will be routed to node 2’s ATM Interface 1 with the VPI changed to 2 and the VCI changed to 23.


Repeat the previous steps to connect VCI 21 to VCI 24.


Topology Management


Discovering Changes


When the RMS is started it will automatically discover all access nodes on the ring. It queries each node for the node’s configuration. If a node or module is removed or added to the ring, the RMS will discover the change automatically.


To force the RMS to recognize new nodes or modules that have been added to the ring either restart  the RMS or use the Edit/Discover menu item.


Replacing Components


The recommended steps to replace component in the ring are given below. Components can be either a complete node or a module.


Remove all VPIs and VCIs from the component being replace.


Double-click on the ATM Interface or node to have the configuration dialog. Set Command to Down. Press the OK button.


Double-click on the ATM Interface or node to have the configuration dialog. Set Command to Uninstall. Press the OK button.


Physically remove the component from node or ring.


Physically install the new component.


Force RMS to discover the new component by choosing the Edit/Discover menu item.


Double-click on the ATM Interface or node to have the configuration dialog. Set Command to Install. Press the OK button.


Double-click on the ATM Interface or node to have the configuration dialog. Set Command to Start. Press the OK button.


Changing Connection Parameters


Modifying Connections


RMS provides a straight forward way to modify the configuration parameters for: the ATM Interface, any VPIs, and any VCIs.  The steps are:


select the component, 


remove it,


and the re-add it with the revised parameter values.


Removing Connections


As a general rule, to remove any component, all components contained within it must be removed first. If higher level components are removed before all the lower level components, then there is a possibility of lost resources on the Ascom Access Node.


VP Cross Connection


Below are the steps to remove the VP links (VPI 4 & 5):


Display the VP Cross Connect Matrix for nodes 1&2.


Double-click on the cell at the intersection of row 1.1 (node 1 ATM Interface 1) and column 2.1 (node 2 ATM Interface 1). The VP Cross Connect dialog will appear showing all VP connections.


Select the cross connection with between VPI 4 & 5 and click on the Disconnect button.


Return to the VP Cross Connect Matrix by clicking on the Close button.


Display the ATM Interface 1 for node 1 by double-clicking on 1.1 in the matrix.


Select VPI 4 and click on the Remove button.


Follow the previous steps to remove VPI 5 on node 2.


VC Cross Connections


To remove VPIs 1 and 2 do:


Display the VP Cross Connect Matrix for VPIs 1 & 2.


Double-click on the cell at the intersection of row 1.1.1 and column 2.1.2. Disconnect VCI 22 and 23.


Double- click on the cell at the intersection of row 1.1.1 and column 2.1.3. Disconnect VCI 21 and 24.


Double-click on the cell 1.1.1 and remove VCI 21 and 22 from VPI 1.


Double-click on the cell 2.1.2 and remove VCI 23.


Double-click on the cell 2.1.3 and remove VCI 24.


Following previous described steps remove VPI 1 and 2.





�
Description of an Ascom Access Node


The access node provides the interconnection between the optical ring and the local networks. The present state of the equipment offers a total capacity of 1.25 Gbps, and will be upgraded to 2.5 Gbps in the near future. 8 channels  (respectively, 16 in the near future) running at 155 Mbps are wavelength multiplexed on the fibre. The following is a schematic view of the data path in the node. In this description only the traffic aspects are dealt with. A more comprehensive description of the access node may be found in the companion Leverage deliverable DWP321.


�


Figure 1. Schematic view of the cell  paths in the Ascom Access Node


Each internal sub-channel carries a uninterrupted stream of slots. Each slot can carry exactly one ATM cell (slot duration 2.74 microsecond). Although this may not be true in the physical implementation, the slots of the various channels are assumed to be cell-synchronised.





From the ring to the node


The slots entering the node are either idle or busy. In the latter case, the cells they carry may be dedicated to the node, in which case they are extracted, yielding to a new idle slot. An idle slot may be occupied by a cell waiting for transmission, according to the rules described below.


The cells to be routed to the node are copied in a FIFO buffer dedicated to the channel carrying them. The buffer is of limited capacity. A cell arriving in front of a full buffer is lost. These buffers are referred to as extraction buffers. 


The buffers are emptied, through a pool of 2 (respectively 4) 310 Mbps buses towards the 4 input links of the local switch. These are referred to as output buffers. The 2 (resp. 4) buses are common to all buffers, each bus being able to extract a cell from any buffer. Here again, the buses are assumed to operate synchronously. The synchronism assumption has no counter effect on performances, while is simplifies greatly all descriptions and models. The buses have access to all extraction buffers, but each of them serves only two input buffers.


The buses are able to retrieve the cells from any extraction buffer. At the time the cell enters the queue, its arrival time is kept, and the cells are sorted by age in a centralised process (the node manager is in charge of this task).  This guarantees the strict respect of ordering constraint.


The output buffers are emptied by a 155 Mbps channel toward terminals or a local network.





From the node to the ring


The four input buffers are served by two buses (each of them devoted to only two buffers). Cells enter the buffer with a speed of 155 Mbps, while the buses operate at 310 Mbps. When an empty slot is detected on one of the 8 sub-channels, a waiting cell is read from one of the output queues, and is transmitted to the corresponding insertion buffer. Since the cells are extracted by the node manager only as empty slots are available, no waiting is to take place in the insertion buffer. However, since the bus run twice as fast as the sub-channel, a single-position buffer is still needed for the insertion buffer. This last is of no concern in the dimensioning study. 


A round-robin algorithm is used in order to choose the idle sub-channel. The same holds for the output queue to be elected. This ensures a fair share of load among the sub channels.


QoS Characterisation


Definition of QoS criteria


In a first step, only CBR connections are taken into account. The traffic-related Quality of Service (QoS) is defined at two levels:


the connection level. At this stage, QoS definition is concerned with the rejection probability, that is the possibility that a newcoming connection demand cannot be satisfied. Its value depends on the overall traffic level the architecture carries and on the Call Acceptance Control (CAC) procedure in use.  It is understood that first experiments will not take advantage of switched connections and that the connections will be dealt with in the management plane.


the cell level. This point is related with already established connections. The characteristic events are cell losses and cell delay. These events are defined according to ITU's I.356 recommendation. 


In what follows, the cell level QoS is discussed. The cell loss ratio is studied in the various buffers of the node. Concerning cell delay and cell delay variation (CDV), they are first determined by the buffer lengths. As it is commonly observed, cell delay and CDV remain low enough in case of CBR connections, since in this case loss ratios are « negligible » for moderate buffer sizes.


QoS Level for LEVERAGE experiments


Since the cell loss ratio is the only traffic-related QoS parameter to take into account, this is the only numerical value to be specified. 


The target value for the cell loss ratio has to be set on the one hand in accordance with the needs of end users, on the other hand with respect to other error processes.


For a 2 Mbps connection, a cell loss ratio of � INCORPORER Equation.2  ���corresponds to a cell lost every hour and half (mean value of the time between consecutive losses). A value of � INCORPORER Equation.2  ��� means one lost cell per week. Note that the cell process automatically amplifies the effect of losses (the cell = 384 bits of user data). Note too that most applications have built-in procedures to recover from loss of data.


Other error processes include transmission errors on the links, and the errors occurring in the processing devices (either in the application layers or during cell processing). With modern fibres the current values of the bit error ratio (BER) are around � INCORPORER Equation.2  ���or better. Errors in processing devices seem to have the same order of magnitude.


The switches are assigned comparable performance criteria. That means that the end-to-end cell loss due to buffer overflow is within the range � INCORPORER Equation.2  ���. Through its path from origin to destination, the cell goes through several buffers where it may be lost. Considering the configuration of the nodes, a cell loss ratio objective around � INCORPORER Equation.2  ��� for each individual buffer is thus adopted for the nominal traffic conditions (highest load of network elements not greater than 75%).


Specification of the reference traffic profile


The goal of the reference configuration is to define the traffic profile and load level of each possible connection. The access node is dimensioned so as to be able to provide for the QoS level specified in the previous section. The dimensioning process works in two steps :


In the first step, the bottleneck element is searched for. By assuming that the traffic results in the superposition of reference connections, the load of each element can be estimated. The element with the higher load level is the bottleneck.


The bottleneck (some buffer size, presumably) is dimensioned so that the QoS requirements are met with a load level of 75 %. The other network elements are then dimensioned.


Possible imbalances may result in different bottlenecks.


In the present report it is assumed that the connections are established on the basis of Continuous Bit Rate contracts (CBR). A connection is set up by specifying a peak rate. The network accepts or rejects a demand, either on a call-by-call (signalling) or on a (semi)-permanent basis (by means of the procedures in the Management Plane). It is under the responsibilities of access points to perform the User Parameter Control (UPC) procedures which guarantee that the connections conform with the peak rate they actually negotiated.


Under these assumptions, the cell streams which are to be carried inside the network may be viewed as Poisson processes. Actually, the input streams are originally deterministic, but the various multiplexing stages the cells have to go through result in periodic patterns of increasing period, for which the Poisson assumption is known to provide an upper bound on such quantities as loss ratios. 


More precisely,  the upper bound flow is the Geometric process, which represents the discrete-time analogous of the Poisson process.


Traffic-related limits of the architecture


This section aims at preparing the dimensioning process of the access nodes. The previous section has mentioned the importance of the bottlenecks, and the first goal is the detection of bottlenecks and the estimation of nominal load.


The limits put on the architecture by the traffic-related QoS requirements depend strongly on the distribution of the various streams among the nodes. This leads first to define the notion of symmetry. It measures the way a given node sends its traffic towards the other ones.


In the Fully Symmetric case, each of the n nodes sends a proportion � INCORPORER Equation.2  ���of its traffic to each of its neighbours.  From the ring viewpoint, this configuration is the same as the one where each node sends its traffic towards the diameter opposed one (node 1 to node n/2 ; node 2 to node n/2+1, etc.). Non symmetric cases include :


The Nearest-Neighbour configuration. Node j sends all its traffic to node � INCORPORER Equation.2  ���. The path of the cells on the ring has the lowest length.


The Farthest-Neighbour configuration. Node j sends its traffic to � INCORPORER Equation.2  ���, so that the cell has to run along the whole ring.


The Client-Server configuration. All nodes (say, numbered from 1 to � INCORPORER Equation.2  ���) send traffic to a single node (node n). Here, the traffic along the ring is different for each of the sections, reaching its maximum value at node n ingress. 


The importance of the configuration appears clearly as one estimates the load carried by each section of the ring. All the configurations but the last result in balanced traffic on the ring. Let us assume that each node sends a volume � INCORPORER Equation.2  ��� (measured, e.g. in Mbps). Let the number of nodes be denoted as n. The traffic C carried on the ring is :


For the Fully Symmetric case :� INCORPORER Equation.2  ���


For the Nearest-Neighbour case : � INCORPORER Equation.2  ���


For the Farthest-Neighbour case :� INCORPORER Equation.2  ���


For the Client-Server case :  � INCORPORER Equation.2  ��� increases from 0 (the section from node n to node 1), then to � INCORPORER Equation.2  ��� (first section of the ring node 1 to node 2) up to � INCORPORER Equation.2  ��� on the section entering the concentration node.


These estimations clearly exemplify the influence of non-symmetric configurations on traffic imbalances on the ring. Even for balanced traffic, one should be aware of possible quite extreme cases such as Nearest-Neighbour vs Farthest-Neighbour.


Other imbalances may occur inside the nodes. Note that, due to the round-robin algorithm for the allocation of idle slots at the output queue, one may ensure that all sub channels carry the same traffic level. In normal configurations, this ought to ensure that the traffic is balanced among the extraction buffers, for each node.


However, the traffic may not be equally distributed among the 4 output queues of the node, depending on the way the terminals are connected to them. The same remark holds for input queues, the sources having possibly different bitrates. This is of less importance however, since the buses are shared between 2 queues (that is, the imbalance configuration would imply that both channels and 2 have higher rates than 3 and 4).


The case of symmetric, balanced traffic


In order to state the more general possible results, one assumes here that the ring carries n access nodes. In the Cambridge implementation, n=4 is foreseen. One assumes a strictly balanced configuration in the nodes (that is, all input buffers are equally loaded, etc.).


As stated above, in this configuration all sections on the ring carry the same load, namely � INCORPORER Equation.2  ���. Instead of expressing loads carried on each network element using the usual bitrate measure, it is worth using the « relative load » or « utilisation ratio » which is defined as the ratio of the actual traffic volume on the maximum admissible one. It aims at measuring the efficiency in the use of the network element. In the following, this ratio will be refereed to as the « load », according to common usage. 


The following parameters are used in the following. For each network element (ring, sub channel, extraction buffer, output buffer, input buffer) the maximum traffic volume admissible is denoted as D, while the traffic actually carried is denoted as C. A subscript is added in order to differentiate between elements. The loads are denoted as r (with the corresponding subscripts). So, 


the traffic on the ring is � INCORPORER Equation.2  ���and its maximum value is � INCORPORER Equation.2  ���( 1.25 Gbps in the first version) ;


the traffic carried by the input buffers is � INCORPORER Equation.2  ���, its maximum value is� INCORPORER Equation.2  ���Mbps (corresponding to the 4 input links);


the traffic offered to the extraction buffers is � INCORPORER Equation.2  ���, since in the symmetric case the traffic entering the node equals the traffic exiting from it, its maximum value is � INCORPORER Equation.2  ���;


the traffic on the group of buses is � INCORPORER Equation.2  ���and the maximum is � INCORPORER Equation.2  ��� Mbps (2-bus configuration) ;


the traffic carried by the output buffers is � INCORPORER Equation.2  ���, its maximum value is� INCORPORER Equation.2  ���Mbps (corresponding to the 4 output links);





The input buffers


The buffers are emptied by the buses at a speed depending on the availability of idle slots on the node. In the symmetric case considered here, the ring segment inside the node carries � INCORPORER Equation.2  ���(the value on each segment, minus the amount delivered to the extraction buffers). The maximum value for the traffic entering the node must not exceed the remaining capacity. It comes,


� INCORPORER Equation.2  ���	(1)


For instance, with n = 6 nodes, and a ring capacity of 1.25 Gbps, the maximum admissible traffic is around 400 Mbps per node. The load on the input buffers is given by :


� INCORPORER Equation.2  ���


With the above figures, the input load is upper-bounded by 67%. Note that there is no additional limitation due to the bus link between the input buffer and the insertion queue (the bus serves two queues and is twice faster).





The extraction buffers


The traffic must remain lower than the buses capacity, that is, � INCORPORER Equation.2  ���. Note that the limitation brought by equation (1) implies that this last condition is automatically fulfilled as soon as � INCORPORER Equation.2  ���.


In other words, for balanced traffic configurations, no limitation is to be added by the extraction buffers for medium or large networks.





The output buffers


They are filled with a rate � INCORPORER Equation.2  ��� and emptied at the constant rate � INCORPORER Equation.2  ���, so that the condition is here


� INCORPORER Equation.2  ���


which is always fulfilled.





To summarise,  


In any balanced configuration, the input buffers are the first ones to overflow in case of congestion (and the only ones, if n is equal or larger than 4). This remark is confirmed by the observations. The non-overflow condition can be stated in the general case :


	� INCORPORER Equation.2  ���	(2)


Traffic imbalances


As stated above, the so-called Client-Server configuration corresponds to a typical, commonly encountered situation. We have chosen to detail the traffic limits related to this configuration. Node n is assumed to concentrate all requests and traffic coming from nodes 1 to � INCORPORER Equation.2  ���. All input nodes are assumed equally loaded.


With this configuration, the traffic along the ring segments increases from node 1 to node � INCORPORER Equation.2  ���. The segment between j and � INCORPORER Equation.2  ��� is given by :


� INCORPORER Equation.2  ���


or, in terms of loads,	� INCORPORER Equation.2  ���


As an application, consider the case where � INCORPORER Equation.2  ���. In order to limit the traffic on the highest loaded segment (between nodes 5 and 6) to a value of 90%, the incoming load at each node has to be less than 36%.





The input buffers


Clearly, the buffers of node � INCORPORER Equation.2  ���are the only ones to consider, since the are the most heavily loaded. The same argument as in the balanced case shows that the following limitations must hold :


� INCORPORER Equation.2  ���	(3)


For instance, with n = 6 nodes, and a ring capacity of 1.25 Gbps, the maximum admissible traffic is around 250 Mbps per node. The load on the input buffers is given by :


� INCORPORER Equation.2  ���


With the above figures, the input load is upper-bounded by 40 %.





The extraction buffers


For the extraction buffers, node n is to be considered. Its extraction buffers receive a volume of traffic equal to � INCORPORER Equation.2  ���. They are emptied with the rate � INCORPORER Equation.2  ���. The condition writes :


� INCORPORER Equation.2  ���


With n = 6, it amounts to upper-limit input traffic to 125 Mbps (that is an input load equal to 20%).





The output buffers


Here too node n is concerned. The limit comes from the output rate, which has to be larger than the input one. The condition is similar to the previous one :


� INCORPORER Equation.2  ���


The same limitation holds, for the numerical application (input load lower than 20%).





To summarise,


In the Client-Server imbalance case, the condition to be fulfilled by the traffic offered to each access node can be written :


	� INCORPORER Equation.2  ���	(4)


The negative influence of traffic imbalances is clearly stressed when comparing equations (2) and (4).


Dimensioning access nodes


The distinction with the previous section has to be stressed. When estimating the limits, the size of the buffers is of no concern. The results tell that in order to fulfil the QoS requirements, the volume of traffic has to be upper limited to such and such value. One cannot expect to increase this limit by overdimensioning the network elements (and especially the buffers). In fact, the limits provided correspond to a load of 100% for the most heavily loaded element. For normal operation, this load should not exceed 75%. 


In order to give more precise figures, a dimensioning study has to be performed. The configuration is studied with varying loads, and for various buffer sizes. One proceeds to the choice of the buffer size by observing the QoS parameter of interest.


There are three groups of buffers where cell loss can occur. Namely, the extraction buffers, the input buffers, and the output buffers. For each of these groups one has to provide the buffer capacity allowing the required network and node performance, for the specified traffic level. The dimensioning task has to take into account possible imbalances existing among the various access nodes (traffic may for instance be concentrated on a particular access node), and within a given node (traffic may not be uniformly distributed towards each output link).


The simulation approach


The tool used in the present study is the discrete-event simulation. A software-based « mock-up » of the node is built ; input flows are generated using the traffic assumptions. In the simulation process static traffic configurations are used (that is, no new call set up or release is performed).


The simulation program has been written in C++ on an Unix platform.


Results


The following curves present the main results derived from the simulation campaign. Actually, since any discrete-event simulation must be regarded as some sampling experiment, one cannot expect use it to estimate loss ratios less than some figures around � INCORPORER Equation.2  ���. For the results presented here, the lower reachable limit is � INCORPORER Equation.2  ���. The curves have been drawn by extrapolating the results, in order to reach values as far as � INCORPORER Equation.2  ���. The extrapolation process seems safe here, since 1) the available points may fairly well been arranged in a linear representation (using logarithmic scale), and 2) this linear behaviour is commonly observed in similar systems, provided the input traffic conforms with the Poisson approximation used here (see, e.g. the proceedings of COST242 Project referenced below). 


�


Figure 2. Loss Ratio in the Input Buffer versus Buffer Size


The first set of curves (Figure 2) displays the loss incurred in the input buffers, for various values of the incoming traffic. The traffic is assumed to be equally distributed among the 4 input links. The traffic configuration used is the « Fully Symmetric case ». The traffic values used (65 %, etc.) corresponds to the « load » as defined  in section 3.1. A coefficient 100 % would correspond to 4*155 Mbps, that is 620 Mbps. For this configuration, the bottleneck happens to lie in the access to the ring, since the ring is full for an input load of 67%.


It is seen that provided the input load is kept below some reasonable value (say, 60%, that is around 370 Mbps), the loss ratio remains low, with reasonably large buffers (less than 40 cells). Note that this value corresponds to a load of 90% on the ring (1.125 Gbps).


The second set of curves (Figure 3) addresses the extraction buffers. Here, the « Client-Server » configuration has to be used in order to have significant loss figures. As remarked previously, the input buffer is the only one to be loss prone for symmetric traffics. Only the Client-Server configuration allows to generate high load levels on the extraction buffer of node n, so that losses may be actually witnessed.


�


Figure 3. Loss Ratio in the Extraction Buffer versus Buffer Size


The curves are referenced according to the input load. The load extraction buffers experience a more higher load, actually the load is 100% for � INCORPORER Equation.2  ���% (full line on Figure 3). The result by itself is surprising, if compared with classical queueing systems. The usual assumption would be that such a system must not be operated for such high figures (values less that 80% being the limit). For this particular case, the discrete-time nature of the process, and its low burstiness may explain this rather optimistic result. Note too that the buffers are fed by 5 sources (this explains the low value of the burstiness) and may be served by 2 buses, which leads to more efficient operations.


If one accepts to limit the load of the buffers to 80 % or less (i.e. input load less than 16%), a buffer size around 15 is sufficient to ensure the target QoS for this worst-case configuration.


The final curves (Figure 4) refer to the output buffers. The same configuration as above is used. For an input load greater than 18%, the loss observed is too high to allow realistic dimensioning (the upper limit is 20%). However, as in previous cases, the loss figures decrease rapidly, so that proper dimensioning can be performed, with input load around 16% (that is, for output buffers, utilisation ratio around 5*16 = 80%). In this case, the required buffer length is around 60.


�


Figure 4. Loss Ratio in the Output Buffer versus Buffer Size





General remarks


The general process of traffic engineering the access nodes follows from the previous sections. In a first step, the traffic configuration is chosen, taking into account the level of traffic to be carried throughout the network and the traffic matrices, as far as they are known. In the (most frequent ?) case where the traffic matrix is not known, the target traffic configurations are defined and their importance is estimated. From this estimation a target traffic configuration is built.


The second step is the buffer dimensioning, given the target QoS. In the case where CBR connections are to be used, cell loss ratio is the only traffic-related QoS requirement.


The operation of Connection Admission Control (CAC) may then be defined. The goal of the CAC procedures is to ensure that the traffic configuration targeted in the first step will not be exceeded.


The traffic limits derived in Section 3 in the two typical configuration can be extended to other imbalance configurations, leading to other limitations as the ones of equations (2) and (4). Another use of these limitations could be to justify or infirm architectural evolution. For instance in the Client-Server configuration it is clear from (4) that it is useless to increase one of the maximum capacities � INCORPORER Equation.2  ���, � INCORPORER Equation.2  ���, � INCORPORER Equation.2  ��� without increasing accordingly the two others.


�
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