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LEVERAGE servers must provide at least three fundamental features :

A media player providing video, audio, and text resources to all workstations connected to the LEVERAGE network ;

A multipoint conference unit  (MCU) responsible for managing all multipoint communications ; 

An administration unit to monitor user management, session management, applications transmission, asynchronous messaging, workspace management, and all other LEVERAGE tools which can be centralised.



The system specified in this document presents the Administrative Server used in the LEVERAGE system and the tools it provides for applications working on user workstations and administrative functions. The Administrative Server will be based on a WINDOWS NT system. Thus, the administrative facilities of this system will be used to manage users, groups, and access to the system.



The LEVERAGE system  will also include an HTTP server that will provide users with HTML pages which constitute the core of the LEVERAGE application. The HTTP server will be responsible for controlling access to HTML pages before sending them to workstations that have made a request.



Among other features, the LEVERAGE system includes a database which provides applications running on workstations with general static data they need. Workspace Management, one of the system tools, is responsible for providing  users with disk space to store personal files. The asynchronous messaging system provides users with an e-mail system to exchange messages over the network and a news system to  access conferences.
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 ��SYSTEM OVERVIEW

System Architecture



The global  LEVERAGE architecture is distributed over three sites. Each site has its own  local LEVERAGE architecture, in compliance with specific on-site requirements, while providing network access for work during inter-connected LEVERAGE sessions. The approach described in this document addresses the LEVERAGE architecture for the first site, the University of Cambridge. The distributed architecture for the three sites will be described and built during the next phase of the project. Nevertheless the study and the design of the local architecture has been made in view of the final architecture distributed over three sites.



One assumption  made for the global LEVERAGE system, as described in this document, is that it will provide an IP link between all of its components which will run over an  ATM network.



The global system is built to meet the following requirements :



It must be able to serve 15 users simultaneously for any kind of request. The worst case, for example, would be 15 simultaneous video retrieval requests, or 15 simultaneous video and data conferences.

Concerning media retrieval, the system must able to manage MPEG1 files, encoded at 200kbytes/s.

The bitrate for  videoconferencing will be 2Mbits full duplex.



The generic architecture is based on a client/server system.  Several workstations will be able to access a selection of services provided by one or more servers. Nevertheless, «service intelligence» is provided not only by the servers. The workstation offers some services locally, under the condition that the servers restrict and protect access rights.



Server Architecture



The server architecture is based on the following generic architecture :
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Figure � SEQ Figure \* ARABE �1�. Generic Architecture



This diagram shows how the Mediator manages the user session (1 : connection, choice of service, etc.) and gives the workstation permission to use the other services offered by Service Providers (2 : workstation access to the Service Provider).



This architecture has many advantages, in particular :



The Mediator has a central role and a global vision of a given user’s activities. The Mediator is in fact the Administrative Unit.

The Service Provider is an expert in one area, like video for example. 

To provide for flexible scalability, service providers can be added, according to the area of expertise. For example DBMS can be a  media provider.

A direct link between service provider and user makes it possible to lighten the burden of the mediator link, and  to manage different protocols.



The LEVERAGE servers must provide at least three fundamental features :

A media player providing video, audio, and text resources to all workstations connected to the LEVERAGE network ;

A multipoint conference unit  (MCU) responsible for managing all multipoint communications ; 

An Administration Unit, to monitor user management, session management, applications transmission, asynchronous messaging, workspace management, and all other LEVERAGE tools which can be centralised.



The following architecture can be designed for LEVERAGE :
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Figure � SEQ Figure \* ARABE �2�. LEVERAGE Server Architecture



This architecture is not necessarily physical. For the first LEVERAGE trials at site 1, the Media Server and the Multipoint Conference Unit (MCU) have been installed on one machine, and the Administrative Unit on another server.

Workstation Architecture



The workstation architecture is based on the following diagram :
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Figure � SEQ Figure \* ARABE �3�. Workstation Architecture



The core of the workstation system is a web-based navigation tool, the Netscape browser. This navigation tool browses the HTML application which is stored on the LEVERAGE Administrative Server. This application is able to launch some services managed by the tools on the workstations. These tools will establish a link with the MCU server, the Media server or the Administrative Server, in order to provide the required services.



A global environment is set up on the workstation during the log-in phase with the Administrative Server. This environment includes access to software, workstation configuration, or software configuration.  A student is thus provided with a workstation which is pre-configured for his personal user environment with the first HTML page he gets from the Netscape browser. The elements of his personal user environment include, user-name, personal disk space, e-mail address, etc.,



Aim of the system



The LEVERAGE system specified in this document presents the features of the Administrative Server and associated tools which provide applications running on user workstations and having systems and administrative functions. The Administrative Server will be based on a WINDOWS NT system. Thus, the administrative facilities of this system will be used to manage users, groups, system access, etc.



The LEVERAGE system also includes an HTTP server that will be used to provide users with HTML pages forming the core of the LEVERAGE application. This system will be responsible for controlling access to HTML pages before sending them to workstations that made the request.



Additional features of the LEVERAGE system include a database for providing global static data needed by applications running on workstations. Within system tools, the workspace management system is responsible for  providing  users with a disk space to store their individual files. The asynchronous messaging system will provide users with an e-mail system to exchange messages over the network and a news system to have access to conferences.

General Constraints



The demands on the LEVERAGE system are considerable. It is responsible for the management of user connections to the system (up to 15 simultaneous connections), sending applications data to workstations (HTML pages), providing access to a database, etc. Therefore a  machine with a high CPU performance is needed,  (e.g. Intel Pentium 166Mhz). A high-speed network interface is also mandatory in order to prevent bottlenecks in the global system network. Thus, a 155 Mbytes/s ATM board will be used on this server.



The following space requirements are necessary for workspace :

10 Mbytes per user  for 24 users = 240 Mbytes

20 Mbytes per group for 6 groups = 120 Mbytes

10 Mbytes per advisor for 4 advisors = 40 Mbytes

So, at least 400 Mbytes of free space are needed on the server for the workspace system.



 FUNCTIONAL DESCRIPTION



The LEVERAGE system will provide applications and users with administrative functions and tools providing system facilities, like use and management of user workspace, database access, access to the HTTP server.

Inputs and Outputs



As the system is composed of individual modules communicating with external systems (applications running on workstations), the inputs and outputs of the global system will be described within each function description. Details concerning internal inputs and outputs, for features which have them, will follow the general feature description.

Functional description of system components

Administration



This functional set is responsible for the management of the global LEVERAGE system administration. Administration concerns :

user management, identification of users having access to the LEVERAGE system ;

controls for access to the LEVERAGE system ;

identification of specific access rights for individual users.



These functions are based on the administration facilities provided by the Microsoft Windows NT Server system.



Creating Users 



To create a LEVERAGE user, either teacher or student,  the administrator has to select the menu “User”, item “New user”, and a new window pops up on the screen as seen below in (� RENV _Ref358434125 \* FUSIONFORMAT �Figure 4�). 



�

Figure � SEQ Figure \* ARABE �4�. New user window

The administrator has to fill in the following fields :

Username : It is the name used, when the user wants to connect to the LEVERAGE application

Full Name : It is the name of the user in real life.

Description : User description (optional). 

Password, Confirmed password : It is the password which is needed when the user wants to connect to a LEVERAGE application. 



The Username and the password should be given to the new user so that he will be able to connect to the Leverage system. The administrator must remove the check from the first check box (“User must change password at next logon”) and must fill in the second check box. (“User cannot change password”). After filling in all these fields, the administrator closes the window by clicking on the “OK“ button.

Creating Groups



Within the LEVERAGE system, users will be grouped according to their classification as teachers, students, and for students, according to the task they will perform during the trial. The system requires group management so that users in one specific group may perform specific group tasks without interference from users in other groups. Group management will be implemented by using access rights. Teacher files which cannot be altered or read by students are one example of the kind of limited access rights needed by the system. Another limitation would prevent students from writing files in another user’s home directory. The following table (� RENV _Ref359904986 \* FUSIONFORMAT �Figure 5�) sums up all access rights between students and teachers.



��





�Read�Written��Can Pepper’s file be … by a group A user�4�8��Can Pepper’s files be … by a group B user�8�8��Can Pepper’s files be … by a teacher�4�8��Can Group A’s files be … by a group A user�4�4��Can Group A’s files be … by a group B user�8�8��Can Group A’s files be … by a teacher�4�4��Can King’s files be … by  user�8�8��Can Kings ‘s files be … by a teacher�4�8���

Figure � SEQ Figure \* ARABE �5�. Access rights table



According to � RENV _Ref359904986 \* FUSIONFORMAT �Figure 5� there are two kinds of groups :

A Teachers group,  to which all teachers belong ;

Student groups,  into which student users are divided. There are several student groups.



The following table (� RENV _Ref359905692 \* FUSIONFORMAT �Figure 6�), presents the « permissions » list for each directory, according to access rights. This table shows that the home directory does not belong to the student, he only has a full control access right. All home directories belong to the LEVERAGE administrator.



Directory�Group/User�Right access��Students�Every One�Full control��Group A�Group A�Full control���Teacher�Full control��Pepper�Group A�Read���Teacher�Read���Pepper�Full control��Other group A users�…�…��Group B�Group B�Full control���Teacher�Full control��Hayes�Group B�Read���Teacher�Read���Hayes�Full control��Other Group B users�…�…��

Teachers�Teacher�Full control��King�Teacher�Read ���King�Full control��Other teachers�…�…��Figure � SEQ Figure \* ARABE �6�. Directory permissions lists



To create a group, the administrator has to select the menu “User”, item “New global group”,  a new window (� RENV _Ref358434202 \* FUSIONFORMAT �Figure 7�) shows on the screen.

�

Figure � SEQ Figure \* ARABE �7�. New Global Group window

The administrator has to fill in the group name and a description field. The group name is the name used to identify the group. After filling in both these fields, the administrator has to dispatch users into groups. To do this, the administrator has to double-click on selected users to put them into the group members list. According to the designated access rights, the administrator has to create a group for teachers, and one group for each student work group. The teacher group has to include all the teachers, and each student work group has to include all the students designated to be in the group. Once the groups have been created, the administrator must push the “OK” button.

�Access control



According to LEVERAGE global system specifications, a user goes into the system as soon as he uses a LEVERAGE workstation. Thus, user authentication must be carried out at the starting point, each time the workstation is used. Microsoft Workgroup connections are used for connections between the workstations and Administrative Server. When the user starts the system, he is asked to provide a username and a password, before a connection can be opened between the workstation and the Administrative Server. The server controls the user name and the password. If the information is   valid, the user has access to LEVERAGE applications. If the information is not valid, an error message is displayed and the user can enter in information again.



All controls made on the server are provided by Windows NT server facilities. If the user decides to bypass the control access, by clicking the Cancel button, then he will have access to the workstation facilities, but he will not be connected to the server. If the workstation is not connected to the server, the LEVERAGE application cannot start. As specified in the "HTML page access control" chapter,  the user will not have access to any LEVERAGE system HTML pages, and he will not be able to use any of the specific LEVERAGE applications.

Login-logout scripts



When a user has correctly logged himself or herself on the server, a number of  initialisation actions must be carried out, either on the workstation or on the server. These actions include mounting disks between the workstation and the server, modifying  the database on the server, etc. These actions will be implemented by specific programs linked to the connection event and located on the Windows NT server. These programs are specified by the user profile and can be specific for each user.

When a user disconnects herself or himself from the server, or is inadvertently disconnected, a logout script, located on the server, will be started to perform some specific actions related to disconnection, like updating the database.

Inputs and outputs



Inputs for this group of functions are provided by the system administrator via the Windows NT administration facilities user interface. Input from workstation users provided by the Windows 95 system user access screen is only given to access control.



This group of functions will update the database located on the server each time there is a connection, or a disconnection, and also during system configuration (creation of users, groups, etc.).



System information stored in the database is :

User-name (logon name)

Full name of the user

Group to which the user belongs



�HTTP server



The LEVERAGE system is based on Intranet architecture. This means that basic applications will be provided by a Web browser on workstations and that HTML pages will be provided to workstations by a Web server. This server will be located on the Administrative Server. Because Web architecture is connectionless, a control system for accessing  HTML pages located on the LEVERAGE Web browser must be installed. This system  performs a control before sending HTML pages to workstations.



HTML and CGI files management



The server will contain all the HTML pages that are used by the LEVERAGE system. The LEVERAGE  HTML files are located in a special directory on the server. This directory is not  accessible to students, no direct transfer possible, but advisors have the possibility of adding, modifying, or deleting existing files. CGI files are managed in the same way. The CGI files are located in a different directory from HTML files.

HTML pages access control



Because Web architecture is connectionless, it is possible for any outsider to use the HTML pages of a Web server if he knows the corresponding Internet address, although he has no administrative relationship to the server. A system must therefore be installed to prevent the LEVERAGE system from being open to external visits. To enter the LEVERAGE system a user must be authorised by the server which contains information concerning the names of authorised users and the Internet address of the workstation he or she is using. Each time a user connects his or herself to the server, this information is stored in the database and is accessible to Access Control.



No direct link to outside HTML pages will be made within the LEVERAGE HTML pages. Every URL used will be preceded by a call to a CGI script, the same used for every URL, having the name of the sequential requested HTML page as the first parameter. When a request is sent to the Web browser, the IP address of the workstation making the request is made available to the application running on the server. Thus, the CGI script can verify whether or not  the user making the request is correctly connected to the server, and if so, it sends the requested HTML page to the workstation.  The IP addresses of all the workstations are recorded in the database. If the user is not connected, a special HTML page with an error message is sent to the workstation.



Inputs and outputs



The inputs for this group reside in the set of HTML pages and CGI scripts as well as in the database for access controls. Outputs are HTML files sent to workstations through the ATM network..

�Database



The Database will store all the static information needed on the system. The Database used within the LEVERAGE system is updated and queried both locally, and by applications running on workstations. The ODBC interface is used for remote connections to the database, using specific API which provides remote access. 

Creation and Update of Static Data



A set of static data that are not considered system data are stored in the database. Data concerning a user’s e-mail, needed by the asynchronous communication application, is an example of static data. This data also has to be created and updated by the system administrator.  A specific application with a graphic user interface, running on the server will help the administrator to edit static data.

.

Inputs and Outputs



The Database will get its information from :

the system administrator, during a second phase of  user identification :

the user-name

the user’s full name

the user’s group

the user’s e-mail and news information ;

Login script running on workstations during user connection,

IP address of the workstation most recently connected ;

Logout script  running on the server during user disconnection

IP address of the disconnected workstation.



The Database provides information to :

the CGI scripts performing access controls on HTML pages in the server (the list of workstation IP addresses connected to the LEVERAGE system) ;

the Asynchronous messaging configuration programme during workstation configuration, just after a user login (e-mail information concerning the connected user)

the Session manager agent, running on user workstations concerning :

Groups : sets of users carrying out tasks,

Users : people using the session sub-system,

Tasks : Tasks carried out by users,

Organisation : organisations to which users belong.

�Workspace Management



The role of the Workspace Management System is to provide disk space to store user files. LEVERAGE users can create a variety of files. For instance, teachers can create letters using a word processor, or notes for students using the  HTML editor. Students can create presentations with a « PowerPoint»-like tool. It is the responsibility of the « Material preparation tools » activity  to choose tools which are best suited to  LEVERAGE user needs.



It is important to be able to share documents between users. The user files are stored on the home directory. However, access to this directory  must be controlled. For example a teacher who stores a test in his home directory wants to protect it from student viewing.  A  « login sequence »  is needed to control access to the home directory.



Users work together, within a group. An easy way to share documents is to put these files in a « room » which is shared by all members of the group.

�

Figure � SEQ Figure \* ARABE �8�. Example of tree

According to this example Pepper and Salt work together in group A.  Hayes, Roger and Smith work in group B. There are two teachers King and Queen.



User and Group Management



The workspace management system is based on the users and group management. This is detailed in function Management of this document.



Workspace Management 



The administrator has to create a Leverage tree and assign access privileges. The File Manager executes this task. If technically possible, the system will automatically create the LEVERAGE tree when the administrator identifies the system users. The screen-shot below shows the "manual" procedure which explains the organisation of this tree and the access rights assigned to each component of the tree.





�

Figure � SEQ Figure \* ARABE �9�. File Management Window

Once the tree has been created, the administrator must specify access rights for each directory created.

To change the access authorisation to a given directory, the administrator has to select that directory and click on the key icon in the tool bar, or select the “Security” menu, item “Permission”, the following window (� RENV _Ref358434385 \* FUSIONFORMAT �Figure 10�) appears :



�

Figure � SEQ Figure \* ARABE �10�. Permission Directory Window

The directory field shows the current directory and which access permissions apply. Each line of the “name” list shows the username or a groupname and their access rights. To change directory access rights, or « permissions » , the administrator has to double-click on one of the lines in the list, or to add new ones, he has to click on the “Add” button. A new window (� RENV _Ref358434431 \* FUSIONFORMAT �Figure 11�) appears.



�

Figure � SEQ Figure \* ARABE �11�. Add Users and Groups window

The administrator selects a groupname or a username using the “name” list, and clicking on the “show users” button.  Then, he clicks on the “add” button and designates the access rights. Then he closes the window by clicking on the “OK” button. � RENV _Ref359905692 \* FUSIONFORMAT �Figure 6� sums up directory access rights, or « permissions ». The LEVERAGE administrator has to identify each user and his associated directory and access rights.



Disk Quota Management



Windows NT cannot manage disk quota at the user level and a saturated system runs the risk of damaging the integrity of Leverage application. Therefore it is necessary to implement a procedure to limit disk space saturation by users. To prevent unnecessary crashes the following solution has been proposed. It involves creating two sections in the workspace directory. 



The physical disk will be split into 2 sections. 

A system section for the operating system and some tools,

An user section to store users files.



The size of the user section must include enough space for all users. When this section becomes full, the administrator will have to make arrangements for deleting some files. This procedure guarantees the safety of the system.



If disk quotas are needed at user level, it will be necessary to purchase Quota Manager software (distributed by Real Tech). Quota manager makes it possible to manage disk quota like in a UNIX system. The  LEVERAGE administrator can specify a maximum space which should be available for each user.

�Server Connection



When a user wants to access the workspace he must first be connected to the Windows NT server. After a “login sequence”, a script is sent from the server to the workstation. This script is executed on the workstation, and installs the LEVERAGE directory like a new local disk. The user can see the whole tree, and he can move, copy, delete files with a file manager program like Windows Explorer.



Inputs and Outputs



Under Windows NT, a useful graphic user interface helps the administrator to manage the system. User Manager, a useful tool, manages the users and the group. The File Manager program manages directory creation and access rights. 



The LEVERAGE administrator has to know :

the list of group names, 

the list of user names, 

the relationship between users and groups.



The system creates :

Windows NT users,

Windows NT groups,

directories with specific access rights.





�Asynchronous messaging system



The LEVERAGE users have a set of services such as video-conference, video retrieval, HTML page retrieval, etc. All these services are real-time services, meaning the action is completed while the user is connected to the system. Other functions exist which allow users to give work to the LEVERAGE system which can be completed in an asynchronous mode. These are part of the asynchronous messaging system.



The asynchronous messaging system includes :

the e-mail system, which allows the user to exchange messages over the network,

the news system, which allows the user to have access to conferences concerning a variety of subjects.



The main aspect of the asynchronous messaging activity is the e-mail system. There are two aspects concerning the limitations for this system :

system features limitations : LEVERAGE uses Netscape browser 2.0 for Web browsing. This browser provides an interface (user interface and protocol layer) for Internet mail access and for news access. This interface can manage the SMTP and Post Office Protocol (POP).

limitations related to the existing system : all the students in the University of Cambridge already have a mail box declared on the University of Cambridge mail system, HERMES Message Store. The mail system can be accessed by Mail User Agents (MUAs) using either the POP or Internet Message Access Protocol (IMAP). The MUAs, e.g. the Netscape browser, used in LEVERAGE must be able to access the HERMES mail system so that students using the LEVERAGE system can access the HERMES store system from their LEVERAGE workstation.



The mail system has two parts : the mail server and the MUA. In LEVERAGE, the end-user will be equipped with a PC based workstation. The core system used by the end-user will be the web browser. Netscape proposes a MUA which makes it possible to carry out all the regular actions needed to send/receive/manage mail messages.



The other entity of the system is the mail server. In the University of Cambridge, the Computing Service offers such a mail system to all the students and members of the university. The HERMES message store provides electronic mail to a large number of Cambridge staff and students. All undergraduates are issued a HERMES account upon their entry into the University, thus every undergraduate has an e-mail address. In addition, many graduate students and staff have accounts on HERMES. Both  IMAP and POP protocols are available on HERMES.



The Netscape browser provides only a POP access protocol. POP client workstations should be configured to use (pop.hermes.cam.ac.uk and smtp.hermes.cam.ac.uk). HERMES is only available to Cambridge University staff and students. All undergraduates are provided with a HERMES account upon entry to the University. Other eligible users should register for HERMES by filling in an Application for Computing Service Resources. We assume that all the users for the first LEVERAGE trials will be students from the University of Cambridge and so registration will already have been made before the beginning of the trial.



The news system follows the same design. In this case the Netscape news system is used and the news server is a NNTP (Network News Transfer Protocol) server.



Two problems have been identified as a result of this study :

LEVERAGE needs to be inter-connected with the Computing Service, which will display the HERMES Message Store on the LEVERAGE workstations. This aspect will be supervised by WP3 (Network aspect).

Automatic configuration of  the Netscape browser for the mail and the newsgroup preferences. 



The system considered in this document is the Netscape mail and news system. The aim of this document is to focus on functions which are not  processed by Netscape : the configuration of the Nescape mail and newsgroup preferences at the beginning of the user session.

The Windows NT server launches the configuration software after the student has logged in. This configuration software updates the Netscape Registry (see next chapter) with the appropriate data. This data comes from the administration data-base, managed by the Windows NT server.



Inputs and Outputs



The aim of the system can be seen as a software programme that can automatically fill in the Netscape screen below and set up some other options. 



�
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All these options are also accessible by the Windows 95 Registry system in HKEY_CURRENT_USER/software/Netscape/Netscape_Navigator. The sub-registries under Netscape_Navigator which concern the mail and news systems are : mail, news, user and services. 

The following list of options to be considered are presented as :

Registry name in Italics and coded as : sub-registry/Data Name,

Name in the previous Netscape screen capture,

the semantics of this data.



The data  managed by the system are :



for Mail options :

Services/SMTP_Server : Outgoing Mail (SMTP) Server : the host name of the SMTP server

Services/POP_Server : Incoming Mail (POP) Server : the host name of the POP server.

For the HERMES system the answers will be :

	smtp.hermes.cam.ac.uk

	pop.hermes.cam.ac.uk



Mail/POP Name : POP User name : the student account on the POP server.

Mail/POP Password : POP Password : the student password for the account on the POP server.

Mail/Remember Password : to keep password. Answer will be : « yes ».

Mail/Mail Directory : the pathname of the folder (or directory) that contains the student e-mail files. Answer will be a directory in the student workspace.

Mail/Max Size : Maximum Message Size : None to specify no maximum, or Size and then enter the maximum number of kilobytes (KB)  that a message can contain. The lines for messages that have not been sent remain on the server. Students may avoid receiving lengthy messages by providing a number.

Mail/Leave on Server : Messages are copied... : Removed from the server to delete messages after they have been sent to the student. Left on the server to keep messages on the host server.

Mail/Check Time : Check for Mail : Every__minutes and then a number to indicate how often the system will check for messages. Select Never to check for messages manually.



for News options :

Services/NNTP Server :  News (NNTP) Server : the name of the news server to interact with Usenet newsgroups.

News/News Directory : News RC Directory : the location of the directory that holds newsgroup subscription and information files. A News RC file is maintained for each news server the student is connected to. 

News/News Chunck Size : Get : the maximum number of messages the student wants to download at a time.



Furthermore, and not present in the previous Netscape screen capture :

User/User Addr : the student’s user address of (complete address : xxxx@aaa.bbb.ccc)

User/User Name : the student’s user name.



The system inputs of the are the data associated to a given student :

	- Mail/POP Name,

	- Mail/POP Password,

	- User/User Addr,

	- User/User Name

This data has to be retrieved dynamically from the administration data-base.



The outputs of the system are all the data previously described that are put in the Registry data-base.





� ENVIRONMENT DESCRIPTION



The administrative server is located on a PC using a Pentium 166 MHz processor. Hard disk capacity is 1.6 Gbytes. This can be easily upgraded by adding an external hard disk on the SCSI bus. A 155 Mbytes/s ATM board is used for network communication using a Windows NT driver and RFC 1577 standard (classical IP) . A Microsoft TCP/IP stack will be used for communication matters according to specific applications. The Administrative Server runs under the Windows NT SERVER system and user workstations run under Windows 95.



Microsoft ACCESS is the Database used on the system.



The EMWAC WWW HTTP server for the Windows NT operating server is also used.



Each workstation requires  : 

a Windows 95 system,

Netscape browser,

an access to the administration data-base on the Windows NT server.



The global LEVERAGE system at the Cambridge site requires :

a link with the CUDN to access the Mail system and the News system.
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