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Abstract : 


This document tries to summarise all the requirements and possible solution for the next two years where interoperability will be necessary between the three sites :


	- University of Cambridge (United Kingdom),


	- Institut National des Télécommunications (France),


	- University of Madrid (Spain).





At the time of writing the exact nature of the transnational connection is not known. Several contacts have been taken between the LEVERAGE sites and the local National Host. Unfortunately some technical questions have not found yet their solution and the LEVERAGE consortium is waiting for a clear proposal from English, French and Spanish National Host 
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Introduction





At the time of writing the exact nature of the transnational connection is not known. Several contacts have been taken between the LEVERAGE sites and the local National Host. Unfortunately some technical questions have not found yet their solution and the LEVERAGE consortium is waiting for a clear proposal from English, French and Spanish National Host 


This document tries to summarise all the requirements and possible solution for the next two years where interoperability will be necessary between the three sites :


	- University of Cambridge (United Kingdom),


	- Institut National des Télécommunications (France),


	- University of Madrid (Spain).





Overview of Requirements for Inter-site Connections


General Requirements





The basic approach, that of collaborative, task-based language learning using a broadband network remains the basis of the multi-site system. However, the collaboration between multi-national sites introduces a number of new aspects to the system as well as some technical constraints.





The second (Cambridge-Paris) and third (Cambridge - Madrid - Paris) trials will also see small groups of students collaborating on a specified task. Perhaps the most interesting aspect of these trials will be the collaboration of different native speakers on a joint task. 





The facilities offered by the LEVERAGE system will not greatly vary from the single site set-up. There will be identical sets of resources at all locations, including text, graphics, audio and video. The audio and video resources will be delivered from servers on the local network while the transnational connection focuses on synchronous communication. As with the single-site system students will be able to use video-conferencing, audio-conferencing and data-sharing. Asynchronous communication in the form of e-mail will also be available using standard Internet routes.








When ? For How Long ?





Whereas the local network will be accessible five days a week during working hours the transnational connection will only be available during specific time slots, maybe only for four to six hours per week at specified times. These limitations again suggest that the main focus should be on synchronous communication during these periods. Students will be available to explore and work on the available resources before and after these interactive sessions. The time constraints imposed by the transnational connection will require students to plan their joint sessions carefully and the staff at each site will have to ensure that the pedagogical and technical support is available to make these sessions as effective as possible. At least initially, careful time-tabling of these sessions will be required.





However it is already planned to have the second trial at the beginning of October 1997, and the third one in mid 1998. The second and the third trial will take place over 6 to 8 weeks. And it seems reasonable to have six to ten hours per week the connection with other countries. 


It is clear that this system must be tested before real trial. So some session of two to four hours per days during two or three weeks, over one or two month duration,  seems necessary to test and solve the possible problem of interoperability. The first test is already planned on march 1997 and some other tests must be carried out during the august or September month.





How much Bandwidth ?





The Cambridge system can utilise 155Mbits connections between switches and 25Mbits between switches and workstations. This is easily sufficient to support real-time video retrieval from the video server, multi-point video-conferencing and a range of other, less bandwidth intensive, services. The connection between the local sites in Cambridge, Paris and Madrid will have much less bandwidth available. The UK national host currently provides 34Mbits, only part of that bandwidth will be available to LEVERAGE. Perhaps somewhere in the region of 2-10 Mbits.


This suggests that the transnational connection should be utilised primarily for synchronous communication to enable direct and immediate contact between the learners involved in a collaborative task. The learning resources of the system on the other hand can be duplicated and accessed locally thus avoiding wasting scarce bandwidth between the remote networks.





Following this evaluation of the needs, the following hypothesis have been taken to measure the bandwidth :





Sessions will include participants from at most two sites. No session will involve participants from the tree sites. 


The tree sites will be connected directly, that is, Cambridge will have two virtual circuits: one to Madrid and one to Evry; and so on. The topology will be a triangle, therefore no transit traffic should be taking into account. This means that to calculate the traffic on a virtual circuit we should take into account only sessions which involve participants at the two ends of the circuit.


A co-operative session (with application sharing and high quality video-conferencing) will need no more than 2 Mbps (full duplex; measured on the workstation connection).  





Video retrieval will not be done between sites (that is, all video files copied to local servers : the synchronisation must be done before or after the sessions with student). We do not have to take into account video retrieval.





To calculate the bandwidth used for video-conference on the connections between sites we have to take into account the exact behaviour of Multi-point Conference Unit. To simplify, lets take two cases for discussion: a video-conference between four participants (two on each site) with video mixing (1) and without video mixing (2). For simplicity, I will use 2 Mbps as the bandwidth used by video-conference (without taking into account that some of them is used for data conferencing).





              Site A                       Site B 





              A1 ---x---------------------x---- B1 


                         |                            |


              A2 ---+                           +---- B2 





With Video mixing. The participants see a window divided in four parts with all participants videos. In this case, each participant sends 2 Mbps/4 = 512 Kbps of video to the MCU and receives 2 Mbps. If the MCU is located in site A, video should be sent to B1 and B2, so it will take 2 x 2 Mbps = 4 Mbps. But, as the video sent to both is the same, if we have an efficient multicast data service, only one copy needs to be sent (2 Mbps).  


In summary, with a good multicast service we will use 2 Mbps. Without it we will need 2x2=4Mbps.





Without video mixing. The participants see the video coming from the participant who owns the video turn. In this case one participant sends its video to the MCU and the other receive it. If the MCU is located in site A, and the participant with the video turn is A1, video should be sent to B1 and B2 (4 Mbps). But, as in the previous case, if we have an efficient multicast service we can reduce it to 2 Mbps.





In summary, independently of the video-conferencing algorithm we use and with a good multicast service, we will use 2 Mbps on the virtual circuit between sites for one session. It is easy to say that we will need 2*n Mbps bandwidth for n session between sites. Five sessions is a first estimation of the average need between the sites ; and 15 sessions seems reasonable for the peak bandwidth need (equal to 30Mbps).








All these hypothesis and results have been put into the James User Description (JUD) Form that LEVERAGE consortium has sent to the French National Host representative. This form is attached in appendix I.
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Connection Scenarios


As shown on Figures 1 and 2, inter-working between the 3 sites is to be considered at several levels:


�CARSPECIAUX 183 \f "Symbol" \s 10 \h�	physical layer,


�CARSPECIAUX 183 \f "Symbol" \s 10 \h�	ATM layer,


�CARSPECIAUX 183 \f "Symbol" \s 10 \h�	in the user plane,


�CARSPECIAUX 183 \f "Symbol" \s 10 \h�	in the control plane.





Physical layer


This is the lower layer in the interconnection. The physical interface is on use:


�CARSPECIAUX 183 \f "Symbol" \s 10 \h�	inside each site, between the nodes of the local ATM network,


�CARSPECIAUX 183 \f "Symbol" \s 10 \h�	between the site and its National Host.


There is no direct inter-working at the physical level, between two sites. The only requirement is that the physical interface of the site has to be compatible with the one in use in the national network (National Host). Various Public User Network Interfaces (UNI) have been standardised, by ITU-T or the ATM Forum. The most noticeable are:


�CARSPECIAUX 183 \f "Symbol" \s 10 \h�	2 Mbit/s PDH interface E1;


�CARSPECIAUX 183 \f "Symbol" \s 10 \h�	34 Mbit/s PDH E3;


�CARSPECIAUX 183 \f "Symbol" \s 10 \h�	155 Mbit/s SDH STM1;


155 Mbit/s OC3-c


ATM Layer


Two sub-layers exist which define two connection levels:


�CARSPECIAUX 183 \f "Symbol" \s 10 \h�	Virtual Path Connection (VPC)


�CARSPECIAUX 183 \f "Symbol" \s 10 \h�	Virtual Circuit Connection (VCC).


The end-to-end transfer capability is provided by concatenating VP or VC ATM links. This define three interconnection scenarios at this level.


User plane


Here are described the mechanisms by which information is transferred (flow and error control). The protocol stack in use is described too, encompassing the adaptation layer (AAL) and the protocols of the above layers (e.g. TCP/IP).


The "upper layers" of the User Plane include all protocols specific to the end-to-end services, beginning with the AAL. Interconnecting user planes of the sites make use of the classical IP method (RFCs 1483 & 1577). Each site is considered as a separate Logical IP Subnet (LIS). Interconnection of these sites is achieved by IP routers. The ATM connection between sites will be used to interconnect these IP routers. 


The features of ATM guarantee these protocols can be re-used without any major change. However, a few issues are to be raised and solved :


�CARSPECIAUX 183 \f "Symbol" \s 10 \h�	Which AAL to adopt,


�CARSPECIAUX 183 \f "Symbol" \s 10 \h�	What size for the IP datagrams


�CARSPECIAUX 183 \f "Symbol" \s 10 \h�	ATM connections management.


i. The Choice of the AAL 


Transferring IP datagrams in the ATM network requires the use of an AAL. AAL5 is recommended by  RFC 1577 . 


ii. The size of IP datagrams


IP datagrams are encapsulated in AAL5 PDUs. The maximum size of IP packets (Maximum Transfer Unit) is defined for each existing network technology. The use of IP over ATM for multimedia data transfer requires that an optimal packet size has been defined. RFC 1626 suggests using IP packets with a maximum size of  9180 bytes.  


In the framework of LEVERAGE, an optimal size for IP packets has to be defined, taking into account the characteristics of the multimedia applications, the particular requirements on each site and the constraints of the ATM Pilot.


iii. Connections management


In order to interconnect ATM users, one may either rely on permanent virtual connections, or on "switched" on-demand connections, set-up by means of sign "cross-connected" along functions. IP is a connectionless procedure, so if a switched solution is adopted connection control mechanisms must be provided. They have to determine:


�CARSPECIAUX 183 \f "Symbol" \s 10 \h�	the conditions under which a connection has to be set-up (IP packet arrival for which no connection exists yet, etc.),


�CARSPECIAUX 183 \f "Symbol" \s 10 \h�	the characteristics of the ATM connection (bitrate, QoS, service mode), from the characteristics of IP packets (especially, is it necessary to open a connection for each IP service ?)


�CARSPECIAUX 183 \f "Symbol" \s 10 \h�	the conditions under which the connections are released (no more IP packet to the destination, etc.), given the cost (in terms of delay) of connection management.


Control plane


Call handling functions are built upon the ATM-based signalling network. The control plane encompasses all the procedures needed to set-up, supervise and release a connection or a call. Two paired control planes may inter-work if they use identical protocols with the same parameters. Interoperability at this level depend on the connection scenario as we will see below.


�



Switched Virtual Circuits
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Figure � SEQ Figure \* ARABE �1� Inter-working levels in a fully switched ATM network interconnection





Should the ATM Pilot network support signalling functions, the sites could then be linked by switched VC connections. The connection is negotiated between the site and its National Network.


As can be seen on Figure 1, there is no direct inter-working between Control Planes of the various sites. Thus, there is no need for the 3 sites to make use of the same signalling protocol. However, each site has to conform with the signalling procedure of its National Host.


The ATM connection between two IP routers (in two different sites) is dynamically established when the first IP router has data to send to the second IP router. There is no direct ATM connection between two workstations in two different sites (due to the limitation of Classical IP).


The features of the VCC between two sites are to be defined. Especially:


�CARSPECIAUX 183 \f "Symbol" \s 10 \h�	The maximum number of VCs between the sites co-ordination with National Hosts),


�CARSPECIAUX 183 \f "Symbol" \s 10 \h�	The topology of the connection (point-to-point, point-to-multi-point, multi-point-to-multi-point),


�CARSPECIAUX 183 \f "Symbol" \s 10 \h�	The Service Class (CBR, VBR-Real Time, VBR-non Real Time, ABR, UBR),


�CARSPECIAUX 183 \f "Symbol" \s 10 \h�	The QoS parameters of the connection (end-to-end transfer delay, CDV Tolerance),


�CARSPECIAUX 183 \f "Symbol" \s 10 \h�	Traffic parameters (peak cell rate, minimum cell rate, etc.).


�



Permanent Virtual Circuits
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Figure � SEQ Figure \* ARABE �2� PVC scenario








A Permanent Virtual Connection (PVC) is established between each two sites through ATM Pilot. There is no signalling exchange between each site and its national host, neither between two sites. As shown in the previous figure, each PVC interconnects two ATM IP routers.


�



VP Tunneling
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Figure � SEQ Figure \* ARABE �3� Inter-working levels in an ATM VP based network interconnection





Depending on the service offered by the ATM Pilot, the VP is established end-to-end (cross-connected international network) or from the site to the national node (switched ATM Pilot).The features of the VP connection have to be defined. Namely:


�CARSPECIAUX 183 \f "Symbol" \s 10 \h�	The VP bitrate,


�CARSPECIAUX 183 \f "Symbol" \s 10 \h�	The Service Class the VP supports (CBR, VBR, ABR, etc.) for VCCs, and the bitrate for each class,


�CARSPECIAUX 183 \f "Symbol" \s 10 \h�	The end-to-end transfer delay,


�CARSPECIAUX 183 \f "Symbol" \s 10 \h�	The number of VCCs which may be settled,


The end-to-end VPC Identifier of this VPC,


�CARSPECIAUX 183 \f "Symbol" \s 10 \h�	The use of Operation and Maintenance facilities (F4/TC, F4/SQ OAM flows)


In the simplest case, each site has to get from its National Host two permanent VPs -- each towards each partner site. The VC connections are set-up dynamically inside the VPs, the negotiation is restricted to the two involved sites. Note that the VCs may be permanently set-up without signalling.


This scenario provides direct inter-working between the control planes of the sites of the Partners. For this purpose, a signalling VC is established permanently inside each VP. We have to use the same signalling protocol at each side of the VP. If UNI signalling protocol is used, one site must be the network side of this signalling VC and the second the user side.


�



Addressing Requirements


Any signalling protocol, of course, requires an addressing scheme to allow the signalling protocol to identify the sources and destination of connections. The ITU-T has long settled upon the use of telephone number-like E.164 addresses as the addressing structure for pubic B-ISDN networks. 


Since E.164 addresses are a public (and expensive) resource, and cannot typically be used within private networks, the ATM Forum extended ATM addressing to include private networks. The ATM Forum defined an address format for private networks based on the syntax of an OSI Network Service Access Point (NSAP) address. 


The 20-byte NSAP format ATM addresses are designed for use within private ATM networks. Bytes 0..12 are referred to as « network part » of an ATM NSAP address. All end-stations attached to the same ATM network will have the same network part. Bytes 13..18 is a station identifier. It can be a MAC address of this station. Within a the same ATM network, the MAC address must be unique (since all stations use the same network part). A complete ATM end-system address is the concatenation of a network part and a station identifier (MAC address) part. 


Address Resolution Protocol 


The ATM layer is uncoupled from any existing protocol. Thus, all existing protocols should operate over the ATM network. So, all ATM systems need to be assigned an ATM address in addition to any higher layer protocol addresses it could also support (e.g. IP addresses). An ATM end-system supporting IP protocol should be assigned two addresses at least :  one ATM address and one IP address.  We can create a relationship between the two addresses by assigning the IP address to the host part of the ATM address. The ATM addressing space would be logically disjoint from the addressing space of whatever protocol might run over the ATM layer, and typically would not bear any relationship to it.


Hence, resolution of IP address to an ATM address is required of hosts and a router which are ATM end-systems that use ATM switched virtual connections (SVCs). RFC 1577 provides a mechanism for doing the IP to ATM address resolution in the Classical IP model.


Allocation of ATM addresses


Bytes 0..12 are intended to be used for routing between LEVERAGE sites, so each site must be assigned one network part of an ATM NSAP address. All stations within this site use the same network part. 


Since a network part is 13 bytes long, the last byte can serve to identify a switch within this network (e.g. 47.00.83.12.00.00.00.00.00.00.00.00 is the network address of INT ATM site while 47.00.83.12.00.00.00.00.00.00.00.00.01 identifies the Philips ATM Node, 47.00.83.12.00.00.00.00.00.00.00.00.02 identifies the ATM Ltd Workgroup and 47.00.83.12.00.00.00.00.00.00.00.00.03 identifies the Fore System switch). 


In INT site, all stations attached to a single switch will have the same network part. For example, the station, with the MAC address 00.20.2B.AA.BB.CC, connected to the ATM Ltd workgroup switch will have the following ATM address : 47.00.83.12.00.00.00.00.00.00.00.00.02. 00.20.2B.AA.BB.CC.


ILMI protocol


To facilitate the administration and configuration of ATM addresses into ATM end-systems across UNI,  the ATM Forum defined an address registration mechanism using the ILMI. This allows an ATM end-system to inform an ATM switch across the UNI, of its unique MAC address, and to receive the remainder of the node’s full ATM address (i.e. the ATM network address) in return. This mechanism facilitates the auto-configuration of a node’s ATM addressing.


Inter-working with public B-ISDN networks


As discussed above, public networks typically operate only with E.164 numbers, not NSAP format private ATM addresses. This raises this issue : how internal LEVERAGE network addresses can be carried through JAMES. This situation will occur when an IP router in INT Evry wants to establish an ATM connection, by signalling, to another IP router (e.g. in Cambridge), and JAMES supports SVC technology. 





����������������������������������������


Figure � SEQ Figure \* ARABE �4� Address re-mapping at public UNI





As we can see in the figure above, the initial IP router sends a normal SETUP message to the network. The request contains the NSAP address of the distant IP router in its destination address, and its NSAP address in its source address. The egress switch from a first LEVERAGE (Philips ATM Node for INT) site, prior to forwarding the signalling request (SETUP), will move the destination NSAP format address (the address of the distant IP router in the second LEVERAGE site) into the destination sub-address field of the SETUP message and will replace the destination address field with the E.164 (international number) address that corresponds to the public UNI of the switch which provides the ingress to the destination LEVERAGE site. Inversely, the source NSAP format address will be moved into the source sub-address field, and replaced with the E.164 number of the egress node’s Public UNI.


This signalling request will then be forwarded into the public network, which will then route it, using the destination E.164 number, across to the destination LEVERAGE site. At the ingress switch to the destination LEVERAGE site, the ingress switch will move the destination and source NSAP addresses back into the main address fields, and will process the request as normal. 


The remaining issue with this method is how the private network switches obtain the information to map destination NSAP format addresses to the E.164 numbers of the UNI through which they are reachable. In the first instance, at INT site, this will be done through manual configuration. 
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On-site Connections to National Hosts





This chapter describes the links between the LEVERAGE network and the “local” National Host. 


Connection to the UK National Host








�





Figure � SEQ Figure \* ARABE �5� Connection to the UK NH





The WAN - i.e. the European ATM pilot network via SuperJanet & JAMES network- is accessed through a Cambridge University campus switch at New Museum site. This switch requires an STM-1 link. At this point in time, several issues are still to be discussed concerning this connection, e.g. electrical or optical cabling, if it is to be connected to an access node or workgroup switch etc.











�
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Connection to the French National Host








Figure � SEQ Figure \* ARABE �6� Connection to the French NH








At the physical level, INT LEVERAGE network will be connected to the France Telecom ATM Network by a 34 Mbits/s link (PDH). A semi-permanent VP connection is offered by the National Host to INT. The number of VCs inside this VP is not limited. The capacity of this VP is 10 Mbits/s (Average bandwidth).
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Connection to the Spanish National Host





The network infrastructure DIT-UPM has available for use inside LEVERAGE project consists of:





ATM-LAN infrastructure at DIT-UPM and ETSITM�, partly integrated in the Spanish National Host (SNH), and





Access to the Telefónica’s  and European ATM Pilot Networks.





A simplified representation of all the infrastructure described in this note is depicted in Figure 7. 





- ATM-LAN Infrastructure





Network resources available at ETSITM consists mainly of:





An ATM backbone composed of two CISCO A100 switches and one Synoptic Lattiscell switch. The Synoptic switch is not being used at present, waiting for a software upgrade. The most relevant characteristics of CISCO A100 switches are�:


Modular support of up to sixteen 155-Mbps ATM interfaces. (near 20 interfaces installed at present) 


Supports all ATM adaptation layers (AAL1 through AAL5) and traffic types. 


Supports two priority queues for cell delay: one for delay-sensitive traffic, one for delay tolerant traffic. Cell loss priority is supported by configurable buffer threshold parameters. 


Fully integrated support for multicast traffic, with no throughput degradation. 


Fully integrated support for ATM Forum UNI 3.0 signalling (V3.0). 


Support for the ATM Forum Phase 0 PNNI protocol (IISP) for multi-switch networks. 


Tested for interoperability with numerous third-party switches and ATM NICs. 


Support for soft permanent virtual connection/permanent virtual path (PVC/PVP). 


Support for SVC tunnelling. 





One CISCO 7000 Router with Ethernet, ISDN (PRI), FDDI and ATM 155 Mbps interfaces. 


Two FDDI concentrators.


One Network Management Workstation.





As shown in Figure 7, all this equipment is fully integrated with DIT-UPM LANs and has an Ethernet connection to the Campus Network, which has a direct 2 Mbps link to RedIRIS, the Spanish Academic Internet Service Provider.











�





Figure � SEQ Figure \* ARABE �7� Connection to the Spanish NH





All the network infrastructure described here, partly integrated in the Spanish National Host and partly supplied by DIT-UPM, will be available throughout the period 1995-1998, that of the Fourth Framework Programme, to support several projects, LEVERAGE among them.


Access to Telefónica’s ATM Pilot





The connection to the Spanish and European ATM pilots is made through a direct ATM 155 Mbps STM1 connection to one of the Telefónica’s switches in Madrid. There is another 155 Mbps connection to the Telefónica I+D SNH Platform used for direct connections between DIT and Telefónica I+D (Figure 7). 


At present, the Spanish ATM Pilot from Telefónica offers : 


Permanent Virtual ATM connections (point to point and point to multi-point connections) controlled by the operator. 


Switched Virtual ATM connections (point to point and point to multi-point connections) controlled by switching. 





Although, Telefónica is said to offer PVC and SVC, only PVC have been extensively used in the framework of other ATM projects DIT-UPM has participated. Furthermore, contacts with Telefónica are in progress to confirm which signalling protocols are supported.








In summary, LEVERAGE Workstations at DIT-UPM will have access to the CISCO A100 ATM switches, directly using 155 Mpbs cards or, more likely, using 25 Mbps cards through a 25 to 155 Mbps ATM concentrator. They could use permanent or switched virtual circuits in point to point or point to multi-point configurations. The signalling protocol to be used is not clear at this point, but it should be one supported by the ATM pilots (Spanish and European), the local ATM switches, the 25 Mbps ATM concentrator and ATM NICs.


�



Appendix I - JUD Form





1. Project Name�
LEVERAGE�
�
    R&D Program�
ACTS�
Project Number�
AC 109�
�
    Timeframe                              �
Proposed Start Date: 01/01/96�
Proposed End Date: 31/12/98�
�



2.Proposed By�
(Prime Contractor)�
�
Organisation�
CAP SESA TELECOM�
Connection required?�
No�
�
Address�
5, allée de la Croix des Hêtres 


 BP 1809


35018 Rennes Cedex �
�
Prime Contractor�
Name: Patrice Le Moing�
Tel: 02.99.27.45.45�
�
Contact Point�
Email: 


Patrice.Le-Moing@InfoRoute.cgs.fr�
Fax: 02.99.27.45.75�
�
Project Contact �
Name: Didier Paris�
Tel: 02.99.27.45.45�
�
Point�
Email: Didier.Paris@InfoRoute.cgs.fr�
Fax: 02.99.27.45.75�
�



3.Project Partner Information�
( Use ID A for Prime Contractor if connection required)�
�
Partners Requiring connection to James.�
Location�
ID�
PNO�
�
Institut National des Télécommunications (INT)�
Evry (F)�
A�
FT�
�
University of Cambridge�
Cambridge (GB)�
B�
BT�
�
Universidad Politécnica de Madrid�
Madrid (E)�
C�
TLF�
�
Partners not requiring connection�
Location�
�
VTT Information Technology�
SF�
�
AND Software 	�
NL�
�
GEC Marconi Limited�
UK�
�
Ascom Tech AG�
CH�
�






4. Project Information�
�
�
Project Overview





LEVERAGE intends to demonstrate how the use of multimedia broadband technology can support and greatly improve communication between learners in cross-linguistic situations by offering collaborative work facilities to group of students in different member states.





The main goals of the project are:





to develop, implement, and field trial a complete multimedia broadband network infrastructure to support joint work between and on the partners´ sites: University of Cambridge, Universidad Politécnica de Madrid and  Institut National des Télécommunications ;





to take full advantage of results and feedback from the extended trials and evaluation by non-specialist users throughout the project;





to determine and exploit the potential for commercialisation of networked multimedia systems for wider applications in education, industry, public services and commerce. As the LEVERAGE task-based collaborative activities are extremely demanding in terms of communication technology, the objectives of the project are applicable to a wide range of networked multimedia needs, beyond Language Learning.





Technical Approach





All of the project´s activities are under the control of the  Marketing workpackage whose brief is the establishment of opportunities in each partner´s specific target market in the light of the LEVERAGE trials.





The prototype cross-connect network at the University of Cambridge site will be expanded into a full campus network including a high-speed optical backbone, true ATM switching, network management and advanced signalling capabilities.


This is the first step in the progression, from developing the system fabric for each metropolitan site, to linking through the Public Network Operators ATM Pilot scheme after initial connection through the relevant ACTS National Hosts.





In each site:





ATM networks are improved to conform to the requirements of the task-based language learning applications specified by the project;





the switched local ATM systems service both workstations and servers;





users are provided with multimedia terminals giving access to data resources, high quality audio and video, multimedia courseware and dictionaries, multipoint communication (such as videoconferencing) and recording capabilities ; a thorough formative and summative evaluation methodology is carried out.


�
�
Application Description





Summary of Trials





LEVERAGE trial sites (University of Cambridge, Universidad Politécnica de Madrid and Institut National des Télécommunications) are representative of academic end-users for the broadband multimedia systems developed and promoted by the project. They are all involved in the training of engineering students. These students will become Euroengineers in few years time and will be required to participate in projects where they will be expected to use several languages and to communicate effectively with European partners.





The basic LEVERAGE paradigm is that a learner in one country makes contact with a learner in another, and that  they agree to assist each other in the performance of a mutual task, alternately playing the role of tutor (own native language) and learner (second language). The LEVERAGE trials therefore consist in evaluating to what extent the broadband communications facilities offered to the end-user (the student) effectively support the pedagogical framework proposed.





Building on the availability of the HIPERNET prototype, (the result of the RACE 2115 project), LEVERAGE trials will start early in the project and develop through the use of formative evaluation: redesign will occur during the trial cycle, which will expand progressively as increasingly sophisticated transnational scenarios are introduced.


�
�
Key Objectives





Key Issues





The key issues for LEVERAGE are :





optimum exploitation of broadband networking to support rapidly expanding Language Learning needs


scalability of the solution in technologies and services ;


definition of a suitable marketing approach ;


most suitable methods of optical networking ;


usability of a few tens of Mbit/s of wide area inter-networking capacity ;


efficient management and signalling capabilities ;


establishment of multipoint remote communications ;


optimisation of interfaces, access, and storage capacities ;


optimum standards compliance (ATM forum etc.)


�
�






5 James Experimental Service�
�
ID�
Service Details


(ATM VP, IP over ATM, SMDS


ATM VC, LAN Interconnection)�
Avg. Bandwidth


Mbits/s�
Peak Bandwidth Mbits/s�
Terminal Equipment at User Site�
�
A�
ATM VP (permanent VP and in this VP : SVCs UNI3.1).


IP over ATM�
10


(2Mbits/s per session. Average of 5 sessions using Video/audio conference)�
30 (2Mbits/s per session. 15 sessions in parallel using Video/audio conference)�
-ATM switch ATMn 1000 from


TRT-Philips, 34 Mb/s PDH interface


-workgroup switch from ATM ltd


-15 workstations + servers�
�
B�
ATM VP (permanent VP and in this VP : SVCs UNI3.1), CBR at least for Cambridge because of ASCOM access node.


IP over ATM.�
10


(2Mbits/s per session. Average of 5 sessions using Video/audio conference)�
30


(2Mbits/s per session. 15 sessions in parallel using Video/audio conference)�
-switches from ATM ltd; 25,6 NICs


from ATM ltd; and 155 Nics from ADAPTEC


-Acces node from ASCOM


-15 PC-based workstations + UNIX and NT servers�
�
C�
ATM VP (permanent VP and in this VP : SVCs UNI3.1). 


IP over ATM�
10


(2Mbits/s per session. Average of 5 sessions using Video/audio conference)�
30


(2Mbits/s per session. 15 sessions in parallel using Video/audio conference)�
-SYNOPTICS’ ATM switch


-15 workstations + servers�
�






�



6 Access to James POP�
�
POP Site �
Local Access Site �
Access method (e.g. SMDS, ATM, Leased line)�
�
A: Bagnolet�
Evry�
ATM �
�
B: London�
Cambridge�
ATM�
�
C: Madrid�
Madrid�
ATM�
�
D:�
�
�
�






7.Proposed  Access Connection & Funding�
�
�
Connection agreed�
Funding agreed�
�
A: in process�
�
�
B:�
�
�
C:�
�
�






8.User(s) Network Configuration diagram.�
�
�
���������������������������������
















































































                                                                                  �
�



�



9 Outline Project Plan �
(Internal Use only)�
�
�
Key Milestones�
Current Status/Remarks�
Planned            �
Actual�
�
1. JUD form completed�



�
�
�
�
2. Decision to proceed/not to proceed�



�
�
�
�
3. Project definition agreed.�



�
�
�
�
4. Proposal agreed with other PNOs�



�
�
�
�
5. Access connection agreed�



�
�
�
�
6. Access contract/MOU agreed�



�
�
�
�
7. Physical connection installed and tested�



�
�
�
�
8. Start of experiment(s)�



�
�
�
�
9. End of experiment(s)�



�
�
�
�
10. Experiment report published�



�
�
�
�






�



10. Critical Success Factors�
�
Availability of ATM resources during test session and user trials.





�
�



11.Other Projects Linked To This Proposal�
�
NA














�
�









12.Any Additional Information�
�
None

















�
�



13 Other Contacts Points:�
(Other than Prime Contractor)�
�
�
�
Name:�
Organisation:�
ID�
Tel:�
Fax:�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�



14. Lead PNO Contact Point�
(On James User Board)�
�
Organisation�
France Télécom�
�
Address�
246 rue de Bercy    


75584 PARIS Cedex 12�
�
Contact Point�
Name: Jean-Claude BOURGOINT�
Tel: +33 1 43.42.71.54�
�
�
Email: mbourgoint@medbercy.ftrsi.france-telecom.fr�
Fax: +33 1 43.42.97.77�
�



15. Lead Customer Support Rep�
(On James Operational Board WP5)�
�
Organisation�
France Télécom�
�
Address�
FT/BE/DMD/ATM


"Losserand"


6 pl. d'Alleray 


75015 Paris�
�
Contact Point�
Name : Stéphane LABROUSSE�
Tel: +33 1 44.44.49.15�
�
�
Email : stephane.labrousse(a)francetelecom.fr�
Fax: +33 1 44.44.20.78�
�






Signed for James: (Lead PNP Contact Point) _________________________________________ 


Date: ______________


                                        


Signed for User (Prime Contractor):____________________________________________


Date: ______________


�
�
�



Notes on JUD Form.





The following notes provide guidelines on how to fill in this JUD form.





Document Header





The document header contains a number of items.


Document Header�
�
Version Number�
This is the version number of the JUD form�
�
Issue & date�
This is the issue number & date of the particular JUD between James and the Customer.�
�
Lead PNO name�
This is the PNO of the James PNO Contact Point e.g. BT�
�
AAOOnnxx�
This is the format of the file name for the document. 


AA is R&D  program.  TL..telematics. AC....ACTS  TI..Ten-IBC  T3..Ten 34. OI ..PNO internal projects


OO is PNO code e.g. 01 FT, 07 Telecom Eireann 


nn is a sequential number  from 00 to 99 indicating the project number for Operator OO.


xx is a two character identifier that represents the project.


e.g. the file name for the 5th JUD (5th Project) handled by Telecom Eireann with name Artline and funded by TEN-IBC would be TI0705AL.DOC�
�



Section 1:


1. Project Name�
Name of the EC Funded project�
�
    R&D Program�
Program which fund the project e.g. TEN-IBC, ACTs etc.�
�
Project Number�
Project number within the EC funded program e.g.  B3011�
�
Proposed Start Date:�
Earliest date at which project needs connection to James�
�
Proposed End Date:�
Latest date after which project will be disconnected from James.�
�



Section 2.


This section contains all the relevant contact information for the Prime Contractor of the project. The “Connection required” box is to be filled in with “Yes” if the Prime Contractor is to be connected to James (this may not always be the case). 


The Project Contact Point is normally the Prime Contractor but may be another person nominated by the Prime Contractor. The Project Contact Point (PCP) is the main contact point between the Project and the James User Board and the James Operational Board WP5 Customer Care group.





Section 3:


This section contains all the project partners , broken down into two groups, those that require James Connection and those that don’t. If the Prime Contractor requires connection to James then it is best to give them ID A. (IDs A,B,C etc. correspond directly with  IDs A.B,C in section 2 of the TFD).


A full list of PNO IDs is as follows,





PNO name�
ID�
PNO name�
ID�
�
Belgacom�
Belg�
PTT Netherlands�
PTT�
�
BT�
BT�
Swiss telecom PTT�
Swiss�
�
Deutsche telecom�
DT�
Tele Denmark�
TD�
�
P&T Luxembourg�
Lux�
Telecom Eireann�
TE�
�
Post & Telegraph Austria �
PTA�
Telecom Finland�
TF�
�
Finnet International�
Fin�
Telecom Italia�
TI�
�
Hellenic Telecoms Organisation�
OTE�
Telefonica�
TLF�
�
Portugal telecom�
PT�
Telenor�
TN�
�
France Telecom�
FT�
Telia�
Tel�
�



Section 4:


This section contains brief information on the project, the application(s) running over the project and a set of one line measurable key objectives of the project .





Section 5:


This section deals with the experimental service running over James. Data has to be entered for each connection A,B,C etc. The services available are indicated in the “Service Details” box. If you enter ATM VP as the service then also specify the type of VP you require i.e. CBR or VBR. Also check the Users Manual for service availability dates to ensure that the experimental service you specify is available during the connection time of your project.





Section 6:


Data has to be entered for each connection A,B,C etc.





6 Access to James POP�
�
POP Site �
The James Point of Presence as indicated in the User Manual.�
�
Local Access Site �
The location of the access site for the User�
�
Access method (e.g. SMDS, ATM, Leased line)�
The access service to the James POP.�
�



e.g. a User B who wishes connection from Town X to the James POP at Town Y using SMDS , and User A who has direct access to the POP via leased line fills in the table as follows,





6 Access to James POP�
�
POP Site �
Local Access Site �
Access method (e.g. SMDS, ATM, Leased line)�
�
A:  Town Y�
Town Y�
Leased line�
�
B:  Town Y�
Town X�
SMDS�
�



Section 7:


Section 7 details for each connection the status of local access. e.g. if user A has agreed local access connection and funding with the PNO and/or National Host and User B is close to agreement with funding and has agreed on the nature of the connection then the table is filled in as follows,





7.Proposed  Access Connection & Funding�
�
�
Connection agreed�
Funding agreed�
�
A:  Yes�
Yes�
�
B:  Yes�
Close to agreement�
�
C:�
�
�
D:�
�
�



Section 8:


This section gives the network diagram of the complete project. The network diagram should be specific and contain details such as,





(a) Local access method and terminal equipment type


(b) Access method to James POP


(b) Location of James POP.





This diagram is a summary of sections 5 & 6.





Section 9:


This section is for internal Use within James and indicates the phase that the Project is at.





Section 10:


This section outlines critical success factors as viewed by both James and the James User.





Section 11:


This section outlines related projects particularly those that have access over the same network . This may quicken the solution of local access funding.





Section 12:


The James User shall use this box for any additional information viewed as essential.





Section 13:


This section contains contact information of other partners in the project, not covered by section 2. It is essential that each project connection indicated by the ID ( i.e. A,B,C etc.) has a contact point in this section.





Section 14:


This section is the contact information for James on the James User Board and deals with initial contacts between the Customer and James.





Section 15:


This section is the contact information for James on the James Operational Board and deals with all contacts between the Customer and James relating to technical issues.





The final section is a signatory box which is signed by the lead PNO contact Point and the Prime Contractor ( Project Contact Point) to validate the contents of the JUD. 





Note: The JUD is not a legal contract document.








� E.T.S.I.T.M. is the Escuela Técnica Superior de Ingenieros de Telecomunicación de Madrid. D.I.T. is the Departamento de Ingeniería de Sistemas Telemáticos of U.P.M. U.P.M. is the Universidad Politécnica de Madrid.


� More information available on CISCO’s Web server (http://www.cisco.com).
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