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Introduction





The aim of this document is to provide a clear working plan for the phases of integration and  installation of the LEVERAGE system at the University of Cambridge site.





Initially, the overall LEVERAGE system is briefly outlined, the integration steps which will be followed during the integration phase are then presented. The installation plan is then detailed, which contains all the information needed during the installation phase. Finally the system testing strategy is presented.


System Overview





The overall LEVERAGE architecture is distributed over three sites at Cambridge, Paris and Madrid. Nevertheless, each site needs to have its own network to allow local communication. These ATM islands may then be interconnected to provide the international interworking aspect of LEVERAGE.





The integration and installation described in this document do not concern the distributed aspect (this aspect will be taken into account during the next phase of the project).





The global system may be seen as a combination of two parts :


a network infrastructure, which consists of a dark-fibre network on which an ATM layer protocol is installed. The access points to this network may be usefully viewed as being the ATM Network Interface Cards.


a Client/Server system which provide the functions defined for the LEVERAGE system. This system based on the aforementioned network, is composed of two servers and nine workstations.


Network


This section gives a global description of the LEVERAGE network.





�


Figure � REFSTYLE 1 \n �2�.� SEQ Figure \* ARABE \r 1 �1� : LEVERAGE Network at Cambridge (First Installation)








� RENV _Ref365264337 \* FUSIONFORMAT �Figure 2.1� shows the LEVERAGE network to be installed at the site of Cambridge. A high-speed optical network, using the fibres of the GRANTA backbone, will connect the main sites - i.e. Sidgwick (Cambridge University Language Centre), Engineering Department, and Churchill College - whereas West Road is accessed through the switch at Sidgwick.





The servers and workstations will be located as follows:


Video server at Sidgwick


Administrative server at Sidgwick


Four student workstations at Sidgwick


Two student workstations at Engineering Department


Two student workstations at Churchill College


One advisor workstation at West Road





In order to achieve equal performance for every user of the system - and not to privilege the ones at Sidgwick - the servers are directly connected to the optical network, while all workstations (users and advisor) first access a workgroup switch. 





The types of physical interfaces used are OC-3 (Multimode fibre (MMF), 155Mbps) for the servers and the advisor workstation, whereas the student workstations have desktop ATM interfaces conforming to ATM Forum (Unshielded Twisted Pair (UTP)-3, 25Mbps). This is to comply with the interfaces provided by the optical access nodes and the workgroup ATM switches (see below).





The optical network is based on a Double Fibre Ring (DFR) architecture which transports ATM cells at a speed of 1.25 Gbps (a future release will run at 2.5 Gbps) and features protection switching in order to increase the reliability of the system. The ASCOM Access Nodes (AAN) are used to access the optical network and thus to connect the sites with each other. A master node contains a controller module and one to three OC-3 interface modules, while a slave node houses a maximum of four OC-3 interfaces. Only the signalling protocol conforming to UNI 3.1 is supported; furthermore, a Ring Management System (RMS) provides the network management functionality.





The workgroup ATM switches - ATM Ltd. VIRATA Switch - are equipped with twelve interfaces conforming to the ATM25 specification and an expansion module containing two OC-3 interfaces, one of which is used to connect to an optical access node.





At the Engineering Department site a STM-1 interface is required in order to access the European ATM pilot network through a Cambridge University campus switch.





Client/Server system





The generic architecture is based on a client/server system, all workstations will be able to access services provided by one or more of the servers. Nevertheless the 'intelligence of the system' is not only provided by the servers. The workstations provide some services locally, with the restriction that they are protected by access rights given by the servers.





The global system has been designed with the following constraints :


it must be able to serve 15 users, simultaneously, for any kind of request (the worst case is for 15 simultaneous video retrieval requests or 15 simultaneous video and data conference sessions),


for the media retrieval aspect : it must able to manage MPEG1 files (encoded at 200KBytes/s).


for videoconferencing the bit rate will be 2Mbits full duplex.





The LEVERAGE servers provide three major functions :


Media (video, audio and text) provider for all the workstations connected to the LEVERAGE network.


Multipoint conference unit which is responsible of managing all aspects of the multipoint communication.


Administration (user management, session management, application conductor, asynchronous messaging and workspace management) and all other tools which can be centralised.





The global architecture is shown in � RENV _Ref365966083 \* FUSIONFORMAT �Figure 2.2�.


�


Figure � REFSTYLE 1 \n �2�.� SEQ Figure \* ARABE �2� : Cambridge Client/Server Architecture








The workstation architecture is based on the following scheme :





�


Figure � REFSTYLE 1 \n �2�.� SEQ Figure \* ARABE �3� : Workstation Architecture





The core of the workstation system is web navigator tool oriented (the Netscape browser). This navigator tool browses the HTML application which is stored on the LEVERAGE server (the Administrative server). This application is then able to launch some services managed on the workstation by the tools. These tools will establish a link with the servers (MCU, media server or administrative server) to provide the required service.





A global environment on the workstation (access to software, workstation configuration, or software configuration) is set up during the logging�on phase with the administrative server. Then the student has a workstation pre�configured with his environment (name, own disk space and e-mail address) with the first HTML page retrieved by the Netscape browser.


�
Integration Plan


The integration phase is divided into two parts :


one phase where the Network and the Client/Server system are tested separately and in parallel sessions. 


another phase where the global system is installed together and tested completely.


Network


In this section, the different steps of the network integration phase are described.





Please note that the network integration at ASCOM in Berne is done with two workgroup ATM switches only, since one is needed for the software integration at CAP SESA TELECOM in Rennes. The following equipment is used (the PCs do not necessarily correspond to the official LEVERAGE configuration):





Workstations


PC1 - DELL OptiPlex GXL 575, Pentium 75MHz, Windows 95


PC2 - TaiwanPC, 486/66MHz, Windows 95


PC3 - DELL PowerEdge XE5100, Pentium 100MHz, Windows NT 3.51





Workgroup ATM Switches


Switch1, Switch2 - ATM Ltd. VIRATA Switch





Interfaces and NICs


ATM25 - ATM Ltd. VIRATA Link in PC1 and PC2


OC-3 - Adaptec ANA-5940 in PC3





Optical Network


AAN1, AAN2, AAN3 - Ascom’s Optical Access Nodes


DFR - Double Fibre Ring, 2 x 1.25Gbps, Protection Switching





Both the manual and the dynamic setup of a connection has to be tested. The PVCs are configured manually. Providing ATM Ltd. release the corresponding software version in time, the SVCs will be established using UNI 3.1 signaling. If this is not the case two alternatives are available:


only PVCs are used, or 


UNI 3.0 is used between PCs at the same switch and PVCs are used between PCs at different switches.





The tests to be performed are:


PING


TTCP


FTP (file transfer to check data throughput)


MPEG video playback





�
Network Integration - Step 1





�


Figure � REFSTYLE 1 \n �3�.� SEQ Figure \* ARABE \r 1 �1�  Network Integration - Step 1








� RENV _Ref365264854 \* FUSIONFORMAT �Figure 3.1� shows the first step of the integration phase. Three PCs are connected to the workgroup ATM switch; PC1 and PC2 are configured like student workstations, while PC3 has a server functionality. Both PC1 and PC2 run Windows 95; PC3 has a Windows NT 3.51 operating system.





After having configured the switches, the NICs in the PCs as well as the NICs themselves, the following connections are tested:





PC1 - Switch1 - PC2


PC1 - Switch1 - PC3


PC2 - Switch1 - PC1


PC2 - Switch1 - PC3





The goal of this integration step is to get familiar with the switch and the NICs.


�
Network Integration - Step 2


�


Figure � REFSTYLE 1 \n �3�.� SEQ Figure \* ARABE �2� : Network Integration - Step 2








In a second step, shown in � RENV _Ref365264934 \* FUSIONFORMAT �Figure 3.2�, a reduced optical network (only two nodes) and a second switch is added. The following connections are tested:





PC1 - Switch1 - AAN1 - DFR - AAN2 - Switch2 - PC2


PC2 - Switch2 - AAN2 - DFR - AAN1 - Switch1 - PC1


PC2 - Switch2 - AAN2 - DFR - AAN1 - Switch1 - PC3





The goal of this integration step is to check if the link between switch and optical network works properly.


�
Network Integration - Step 3





�


Figure � REFSTYLE 1 \n �3�.� SEQ Figure \* ARABE �3� : Network Integration - Step 3








Step 3 (see � RENV _Ref365264990 \* FUSIONFORMAT �Figure 3.3�) of the integration is very similar to step 2; the only difference is that PC3 is directly connected to an optical access node. Hence, AAN1 and Switch1 together with PC1 and PC3 represent rather well the configuration, although a reduced one, at the site of Sidgwick (see � RENV _Ref365264337 \* FUSIONFORMAT �Figure 2.1�). The following connections are tested:





PC1 - Switch1 - AAN1 - DFR - AAN2 - Switch2 - PC2


PC2 - Switch2 - AAN2 - DFR - AAN1 - Switch1 - PC1


PC1 - Switch1 - AAN1 - DFR - AAN1 - PC3


PC2 - Switch2 - AAN2 - DFR - AAN1 - PC3





The goal of this integration step is to check the data throughput and the quality of MPEG video playback by retrieving files from PC3.





�
Client/Server system





The Client/Server system is to be tested in Rennes (France) at the CAP SESA TELECOM premises. 





The following configuration is used :





�


Figure � REFSTYLE 1 \n �3�.� SEQ Figure \* ARABE �4� : Rennes Configuration





This configuration is different from the Cambridge global system in the following aspects only:


there are only two workstations (eight for Cambridge).


the servers are connected to the ATM switch instead of the optical node from ASCOM. The interface is the same for these two systems and the change will be transparent to the servers.


the network is provided only by the ATM switch equipment, instead of an ATM network on optical fibre. Again the change must be transparent to the system.


the server, which provides the media server and Multipoint Conference Unit functionality is not connected to an IP network such as the Cambridge Computing Service Network.





The Client/Server system can be represented by the following figure, where the functional modules are drawn and where the arrows represent the data flow between two modules.





The communication aspects are not represented on this figure. They are ATM Network Interface Cards on which an IP layer is installed. The communication itself uses the sockets mechanism provided by the IP standard protocol.








 �
�


Figure � REFSTYLE 1 \n �3�.� SEQ Figure \* ARABE �5� : Functional Architecture








The integration phases is defined as follows :





Phase A : Communication test over ATM Network Interfaces. The aim is to validate the basic ATM network used for Client/server system integration, and the interface used based on the IP sockets mechanism.





Phase B: Multipoint Conference System : The aim is to validate the Multipoint Conference Unit on the server, the Multipoint Conference Service on the Workstation and the interaction of the MCU and MCS with the client modules (such as the Videoconferencing module, DataConference Module, and Exercise module).





Phase C : Session Manager system : The aim is to validate the Session Manager on the server, the Session Manager agent on the workstation, and their interaction with the Statistic module, the DataBase on the administrative server and the Netscape browser.





Phase D : Videoconferencing system. Two aspects are studied : point-to-point, and multipoint functionality. The aim is to validate the Videoconferencing module on the server and on the workstation and their interaction with the Multipoint Conference system, the Session Manager system and the Netscape browser. 





Phase E : DataConference system : The aim is to validate the Data Conference module and the interaction with the Multipoint Conference system, the Session Manager system and the Netscape browser.





Phase F : Exercise Service : The aim is to validate the Exercise Service module and the interaction with the Multipoint Conference system, the Session Manager System and the Netscape browser.





Phase G : Media player system : The aim is to validate the Video Sequence Manager on the server and the media player on the workstation, and their interaction with the Statistic module and the Multimedia glossary.





Phase H : Multimedia Glossary System and the Media player : The aim is to validate the Multimedia Glossary system and the interaction with the Media player, the Statistic module and the Netscape browser.





Phase I : Administrative server : The aim is to validate the Workspace Management system, the User management system managed by the Windows NT server.





Phase J : Web server : The aim is to validate the HTTP server, its configuration (directories, access rights) and the interaction with the Netscape browser.





Phase K : Statistics system : The aim is to validate the Statistics module on the workstation, the Statistics repository system on the server, the Statistics analysis module on the Advisor workstation and their interaction with the Session Manager Agent.





Some phases can be driven in an independent way. These are : phase A, phase I, and phase J.


Some others can be easily separated from others because the interfaces with the other systems are simple. These are : phase K (the interface with the other modules is a structured file), phase G and  phase H.





The others are connected to two central system which are the Multipoint Conference system (phase B) and the Session Manager system (phase C). The tests must be done by using dummy modules which simulate the interface of the interacted modules.





The final phase for the Client/Server system is the test of the global Rennes Configuration with all the modules.





�
Installation Plan





The aim of this chapter is to give a complete vision of the system which will be installed at the Cambridge site. All the components of this system (hardware and software) and their geographical situation are mentioned in this chapter


Optical Network


Optical Fibre Infrastructure - The Granta Backbone Network


The Granta Backbone Network is a network of underground cables providing Cambridge’s University and Colleges with an advanced communications capability. The project was completed in March 1992, and comprises of a fibre and copper infrastructure connecting eighty nodes across the city of Cambridge. The 56km of dark fibres are connected at these nodes and allows circuits to be added or removed as and when required. � RENV _Ref365966039 \* FUSIONFORMAT �Figure 4.1� shows the Granta Backbone nodes used in the LEVERAGE programme.


�


Figure � REFSTYLE 1 \n �4�.� SEQ Figure \* ARABE \r 1 �1� Granta Backbone Node Configuration





Ascom Optical Network


This subsection will describe the architecture of the optical network that will be used in the first trial of LEVERAGE. The description will include a general introduction to the system and its relation to a normal switch. The functionality of the access nodes used in the system is described and the front view is shown.  A list of the hardware needed for the optical network (including the links to the workgroup switches) is given in a later section (section � RENV _Ref365271601 \n �4.5.3�) along with the labelling. The unknown parameters of some of the equipment is highlighted. The installation diagram shows how the connections shall be made.





Network Architecture


The network to be used in the first trial in Cambridge is an optical network. The optical network consists of 2 optical rings and 3 Ascom Access Nodes (denoted AAN) which give access to the rings. Two rings are used to increase the availability of the service. Of the two rings (primary and secondary) only the primary is used in the normal case. If a failure (like a fibre break or loss of power supply) occurs, the traffic can be shifted to the secondary ring, thus keeping the logical ring. An example of an Ascom Optical ring is given in the left side of � RENV _Ref365265400 \* FUSIONFORMAT �Figure 4.2�. 


�


Figure � REFSTYLE 1 \n �4�.� SEQ Figure \* ARABE �2� : The Optical Network Architecture for an Ascom Optical Ring





Each AAN takes care of the interface from outside the network through the use of standardised interfaces. In this particular case the interfaces will be based on the OC-3 standard. The interfaces can be used for connection to routers, switches, concentrators etc. In the Cambridge trial the 3 AANs will be connected to 3 workgroup switches as indicated previously in � RENV _Ref365264337 \* FUSIONFORMAT �Figure 2.1�. The capacity of each of the rings will be 1.25 Gbps. The DFR fibres are single mode fibres already installed at Cambridge University (GRANTA Backbone Network). To control the ring, a ring controller is used which can be connected to a Ring Management System (RMS). The RMS can then be used in a Network Management System. As indicated on the right of � RENV _Ref365265400 \* FUSIONFORMAT �Figure 4.2�, the Ascom Optical Ring with its access nodes and their interfaces acts like a backbone switch with distributed interfaces. The ring can therefore be viewed as the bus, or the backplane of the distributed switch.


Optical Access Hardware


The heart of the Ascom Optical Ring is the access node.  The Ascom Access Node which is going to be used in the first trial is shown in � RENV _Ref365265655 \* FUSIONFORMAT �Figure 4.3� seen from the front. From left to right in � RENV _Ref365271771 \* FUSIONFORMAT �Figure 4.3 : A View of the Front Panel of the Ascom Access Node.� the Access Node is equipped with a monitor module, an optical by-pass module, an optical multiplexer module, 2 OC-3c Access Port Modules, a Ring Controller Module, and finally 2 Power Supply Modules.





� INCORPORER Word.Picture.6  ���


Figure � REFSTYLE 1 \n �4�.� SEQ Figure \* ARABE �3� : A View of the Front Panel of the Ascom Access Node.





The Access Port Modules take care of the standardised interfaces, and the Optical Multiplexer Module and the Optical By-pass Modules implement the interface to the optical rings. The AAN can drop, transfer, drop and transfer, and discard ATM cells that it receives from the optical ring. The normal working fibre is denoted the primary fibre whereas the other is denoted the secondary fibre. The secondary fibre is only used for normal traffic when a failure situation has occurred on the network. In case of failures the access nodes are capable of restoring the logical ring by the use of loopback or by-pass switching. In case of loss of power to the access node the by-pass switch will go into by-pass mode thereby restoring the ring. All traffic entering on one of the access modules will be sent on the ring, no matter which access node the destination is connected to. The basic configuration of the ring is made through the node and ring Local Operator Terminal (LOT). The LOT can be connected to either the Monitor Module (Node controller) or the Ring Controller Module. The Ring Management System (RMS) is connected to the network through the Ethernet interface on the Ring Controller Module. From a management perspective the ring behaves like a distributed switch with the access port modules working as switch ports.





The physical dimensions of the Ascom Access Node are H x W x D : 265 mm (6UE) x 483 mm (19Ó) x 500 mm. It is powered with 110 VAC or 220 VAC (the PSM performs autoranging). A mechanical switch mounted on the front of the board cuts off the AC voltage, 47 - 63 Hz. The input is protected with a 4A fuse.





To get an overview of what we need an installation plan has been drawn. It is based on � RENV _Ref365264337 \* FUSIONFORMAT �Figure 2.1�. In the notes to the tables the unknown parameters of the different components of the system are given. The installation plan is shown in � RENV _Ref365265847 \* FUSIONFORMAT �Figure 4.4� with all the optical connections and the workgroup switches.





�


Figure � REFSTYLE 1 \n �4�.� SEQ Figure \* ARABE �4� : Network Installation Diagram for the Cambridge Network - Year 1.  Only the Dual Ring Architecture is Shown.











The Ascom Access Nodes are interconnected via the Granta Backbone fibres, and connect to the workgroup switches via OC-3 multimode fibres. The patch panels are indicated with a grey filled rectangle. Generally the length requirements on the different fibres are not known at the moment. 





Multiwavelength Multihop Topology





At this stage in the LEVERAGE programme the topology of the multiwavelength multihop network has not been defined. Studies are being conducted into the suitability of various logical interconnection topologies for this type of network and the methods of implementation.  Before a network is installed, the advantages and disadvantages of this approach have to be clearly discussed.


Network Architecture





As a minimum requirement it is envisaged that a fibre pair will be required between each of the three sites at Cambridge, solely for the use of the multiwavelength multihop network.  These fibre pairs are in addition to the fibres being used by ASCOM.  The total number of fibres needed for the LEVERAGE installation, between switches is the same as for the HIPERNET system, however GEC will not require use of its fibre pairs during the first year.


Optical Access Hardware





The optical access hardware to be designed by GEC will interface to the Virata ATM switches and to the single mode fibre of the Granta backbone network.  The interfaces to the ATM switches will be electrical 155.52 Mbps STM-1.  It is expected that two or three such interfaces will be required at each ATM switch for use by the multiwavelength multihop network.  The GEC optical access hardware will be transparent to the switch signalling and routing protocols.


ATM Switch


� RENV _Ref365265937 \* FUSIONFORMAT �Figure 4.5� shows the front view of a workgroup ATM switch as used in LEVERAGE. The basic configuration comes with ATM25 ports in the slots A, B, and C; an ATM155 interface module is plugged in slot D. The slots E and F remain empty.





� INCORPORER Word.Picture.6  ���


Figure � REFSTYLE 1 \n �4�.� SEQ Figure \* ARABE �5� : Workgroup ATM Switch





Interfaces


User Network





ASCOM provides three workgroup ATM switches of type ATM Ltd. VIRATA Switch. Every switch offers the following interfaces:


twelve 25.6Mbps ports conforming to the ATM25 specification, RJ-45 connectors, UTP-3 cabling


two 155.52Mbps ports conforming to SONET OC-3 specification, SC connectors, MMF cabling





Optical Network





The ASCOM Access Nodes offer the following interfaces:


at least 1 to a maximum of 3 155.52Mbps ports conforming to SONET OC-3 specification, MMF cabling, SC connectors for a master node


at least 1 to a maximum of 4 155.52Mbps ports conforming to SONET OC-3 specification, MMF cabling, SC connectors for a slave node





A workgroup ATM switch is connected to the corresponding AAN by means of an OC-3 port.





Wide Area Network


The WAN - i.e. the European ATM pilot network - is accessed through a Cambridge University campus switch; this switch requires an STM-1 link. At this point in time, several issues are still to be discussed concerning this connection, e.g. electrical or optical cabling, if it is to be connected to an access node or workgroup switch etc.





Network Management


The workgroup ATM switch supports a SNMP based network management.





Signalling


Since ASCOM’s optical network offers UNI 3.1 signaling only, it is very important that the workgroup ATM switches also support it. In the case where the switches only support UNI 3.0, two scenarios are possible:


UNI 3.0 is used to establish connections between stations connected to the same switch, whereas stations connected to different switches communicate through PVCs, or


all connections are achieved with PVCs.


Servers


Server Architecture


The global architecture of the Client/Server system is shown in � RENV _Ref365966301 \* FUSIONFORMAT �Figure 4.6�:





�


Figure � REFSTYLE 1 \n �4�.� SEQ Figure \* ARABE �6� : Global Client/Server Architecture





The Server functions are installed physically onto two machines : one Administrative server and one server which manages the media player system and the Multipoint Conference system.


Session Management server


Hardware Architecture





The Administrative server is a PC DELL OPTIPLEX GXMT 5166 (Serial N° KH8TS)


equipped with :


32MB RAM EDO


Monitor ES17-TCO92 (15,7 ”)


UK 102 keyboard


1,6GB Hard disk


CD-ROM


Floppy 3,5” 1,44MB


Microsoft Ps2 Mouse


ADAPTEC ATM ANA-5940 PCI 155MBps Fibre Adapter.





The Administrative server is connected to the Optical Node with a multimode fibre with SC connectors in both ends.





Software Architecture 





The Administrative server works under Windows NT release 3.51 and is equipped with the following software :


Microsoft Internet Information Server release 1.0


Microsoft SQL server release 6.5





and with the LEVERAGE system software developed by CAP SESA TELECOM.





Media server


Hardware Architecture





The Media server and Multipoint Conference Unit run on a SUN Ultra 2 (with one processor (167 MHz)) equipped with :


Monitor


UK 102 keyboard


2 * 2 GB Hard disk


ADAPTEC ATM ANA-5240 SBus 155 Mbps Fibre Adapter





The Administrative server is connected to the Optical Node with a multimode fibre with SC connectors on both ends.





Software Architecture 





The Media server and Multipoint Conference Unit work under Solaris 2.5 and are equipped with the LEVERAGE system software developed by Telecom Finland (for Multipoint Conference Unit), VTT (for the Video Sequence Manager) and DIT-UPM (for the Session Manager)





User Workstation





Hardware Architecture


The workstations are PC DELL XPS 133C equipped with :


16MB RAM EDO


Sound Card AWE32 from Creative Labs


Monitor ES17-TCO92


Windows95 keyboard


1,6GB Hard disk


CD-ROM *6


Floppy 3,5 ” 1,44


Mouse Logitech PS/2


Microphone LABTECH


Loudspeakers ALTEC LANSING ACS31


Headsets


Camera


Bitfield H261 videoconferencing board with audio G711A daughter board and Motion Estimation daughter board


Miro Media Viewer with Miro Media TV upgrade video overlay and graphics adapter board 


ATM 25 Mbps Network Interface Card from ATM Limited





The workstation is connected to the Virata Switch from ATM Limited with a Category-5 UTP cable.





The advisor workstation is equipped with an ADAPTEC ATM ANA-5940 PCI 155MBps Fibre Adapter and is connected to the Virata Switch from ATM Limited with a multimode fibre with SC connectors on both ends.





Software architecture


The workstations work under Microsoft Windows95 and is equipped with :


Microsoft Office release 7.0


SoundBlaster AWE32 software from Creative Labs


Netscape browser release 3.0 from Netscape


Microsoft Active Movie MPEG video player


Miro video overlay drivers 


and with the LEVERAGE system developed by CAP SESA TELECOM, AND, VTT, Telecom Finland and DIT-UPM.





The advisor workstation is equipped with the LSD Webtrac software from Logical Design Solutions, Inc. Limited.





Equipment Acceptance


Safety


Safety instructions





The LEVERAGE system is composed of several components. Each of these components follow safety rules mentioned in the documentation supplied with it.





Software Safety procedures





All the LEVERAGE system software installed on the servers and on the workstations has been backed-up. 





The dynamic information provided by the students in the workspace is saved each day and can be restored by asking the System administrator.





Electrical Power Requirements


The Electrical Power requirements is compliant with the UK alternating current (AC) power 230V/50Hz. The usage of  a surge suppressor, a line conditioner or an un-interruptible power supply is recommended to avoid sudden, transient increases and decrease in electrical power.





The chapter describing the Cambridge site will give the exact requirements in term of cable lengths and number of power sources.





Equipment Labelling


Hardware will be installed into each of the sites listed below. This hardware will consist of workstations, switches and cabling.





Sidgwick Site - Technical Services & Language Laboratory


West Road Site - Administrator’s Suite


Churchill College - Satellite Broadcast Suite


Engineering Building - Language Laboratory





The configuration of the individual ASCOM Access Nodes in the Cambridge network can be deduced from the network architecture shown in � RENV _Ref365264337 \* FUSIONFORMAT �Figure 2.1�.  The following tables show the summary of all the equipment needed at each site, and a plan of each of the integration sites can be found after the tables.


�



Site Location


�
Equipment 


Group�
Equipment


Type�
Quantity


�
Equipment 


Hardware


Description�
Equipment


Software


Description�
Equipment 


Manufacturer�
Owner


�
Equipment


Label�
Machine


Name�
Equipment


Dimensions


w x d (x h)�
Purchase


Price


(National Currency)�
�
Sidgwick (Lab 3)�
User workstation�
PC Dell XPS 133C�
4�
16MB EDO RAM


AWE32 Soundcard, Creative Labs


ES17-TCO92 17" Monitor


Windows95 Keyboard


1.6GB hard disk


6 speed CD-ROM


3,5" floppy disk


Logitech PS/2 Mouse


Labtech microphone


Altec Lansing ACS31 loudspeakers�
Microsoft Office 7.0


Soundblaster AWE32 from Creative Labs


LEVERAGE system�
Dell�
CULC�
SWS1-4�
Schubert


193.60.94.174





Schoenberg


193.60.94.173





Stravinsky


193.60.94.177





Strauss


193.60.94.178


�
�
15032,53£�
�
�
�
�
�
Bitfield H261 videoconference card�
�
�
�
�
�
�
�
�
�
�
�
�
miroMedia with TV upgrade card�
�
�
�
�
�
�
1865,00 FF�
�
�
�
�
�
ATM Limited 25Mbps card�
�
ATM Limited�
CULC�
�
�
�
2196,00£�
�
�
�
�
�
Headsets�
�
�
�
�
�
�
�
�
�
�
�
�
Camera�
�
�
�
�
�
�
�
�
�
�
�
�
�
Netscape browser 3.0�
Netscape�
CULC�
�
�
�
0,00£�
�
�
�
�
�
�
SQL Server 6.5 client Licence�
Microsoft�
CST�
�
�
�
420,54 FF�
�
Sidgwick (Lab 3)�
Cable�
UTP-3 cable�
4�
UTP-3 cable to connect User workstation to Workgroup switch�
�
�
CST�
SUTP1, SUTP2, SUTP3, SUTP4�
�
4.2, 5.1, 7, 8m�
�
�
Sidgwick (Lab 3)�
Network switch�
Workgroup switch�
1�
ATM Limited Virata switch�
ATM Limited Virata software�
ATM Limited�
ASCOM�
SWX�
Sibelius


193.60.94.179�
�
�
�
�
�
�
�
ATM Limited added module 155Mbps�
ATM Limited Virata software�
ATM Limited�
ASCOM�
�
(Switch)�
�
�
�
�
�
�
�
ATM Limited added module Ethernet�
ATM Limited Virata software : ARP router and IP router�
ATM Limited�
ASCOM�
�
Leverage 


193.60.94.190


�
�
�
�
Sidgwick (Lab 3)�
Cable�
Multimode fibre pair�
1�
Multimode fibre pair to connect Workgroup switch to patch panel(SC - ST)�
�
�
CULC�
SMMF1& SMMF2�
�
6m�
�
�
Sidgwick (Lab 3)�
Cable�
Multimode fibre pair�
1�
Multimode fibre pair to connect Workgroup switch to patch panel(SC - ST)�
�
�
CULC�
SMMF7 & SMMF8�
�
6m�
�
�
Sidgwick (Lab 3)�
Cable�
UTP-3 cable�
1�
Ethernet cable for connection to CUDN�
ASCOM�
�
ASCOM�
SUTP5�
�
7.8m�
�
�
Sidgwick (Lab 3)�
Patch Panel�
Patch Panel�
1�
Patch Panel (to Technical Services)�
�
�
CULC�
�
�
�
�
�
Sidgwick (T. Services)�
Admin Server�
PC Dell Optiplex GXMT 5166�
1�
32MB EDO RAM


ES17-TCO92 17" Monitor


UK102 Keyboard


1.6GB hard disk


CD-ROM


3,5" floppy disk


Microsoft PS/2 Mouse�
Windows NT 3.51


LEVERAGE system�
Dell�
CULC�
SS2�
Tchaikovsky


193.60.94.168�
�
2930,46£�
�
�
�
�
�
�
SQL Server 6.5�
Microsoft�
CST�
�
�
�
2492,28 FF�
�
�
�
�
�
Adaptec ATM ANA-5940 PCI 155MBps�
Adaptec ATM drivers for Windows NT release 2.02�
ADAPTEC�
CULC�
�
�
�
558,00£�
�
Sidgwick (T. Services)�
Cable�
Multimode fibre pair�
1�
Multimode fibre pair to connect Admin. server to ASCOM access node (SC - SC) �
�
�
CST�
SMMF3& SMMF4�
�
3m�
735,00 FF�
�
Sidgwick (T. Services)�
Media Server�
SUN Ultra 2�
1�
1 processor 167Mhz


20" Monitor


UK 102 Keyboard


inside 2GB hard disk


external 2GB hard disk�
SOLARIS 2.5


LEVERAGE system�
SUN Microsystem�
CULC�
SS1�
Taverner


193.60.94.169


(ATM side)


131.111.168.60


(ethernet side)�
�
17321,85£�
�
�
�
�
�
ADAPTEC ATM ANA-5240 Sbus 155Mbps�
ADAPTEC ATM drivers for SUN SOLARIS 2.5�
ADAPTEC�
CULC�
�
�
�
902,40£�
�
Sidgwick (T. Services)�
Cable�
Multimode fibre pair�
1�
Multimode fibre pair to connect Media server to ASCOM access node (SC - SC)�
�
�
CST�
SMMF5& SMMF6�
�
4m�
735,00 FF�
�
Sidgwick (T. Services)�
Access Node�
ASCOM Access Node�
1�
ASCOM Access Node�
�
ASCOM�
ASCOM�
SAAN�
Tallis


193.60.94.171�
265 x 483 x 500 mm�
�
�
Sidgwick (T. Services)�
Flying Lead�
Singlemode fibre�
4�
Singlemode fibre to connect ASCOM access node to Patch Panel (to Granta Backbone Network) (flying leads from patch panel)�
�
�
CULC�
85.1, 85.2, 89.1, 89.2�
�
2.5m�
�
�
Sidgwick (T. Services)�
Cable�
Multimode fibre pair�
1�
Multimode fibre pair from switch to ASCOM AAN ( SC - ST)�
�
�
ASCOM�
SMMF11 & SMMF12�
�
6m�
�
�
Sidgwick (T. Services)�
Cable�
Multimode fibre pair�
1�
Multimode fibre pair from Technical Services to West Road patch panel connection (ST - ST)�
�
�
ASCOM�
SMMF9 & SMMF10�
�
1m�
�
�
Sidgwick (T. Services)�
Patch Panel�
Patch Panel�
1�
Patch Panel (to Granta Backbone)�
�
�
CULC�
�
�
�
�
�
Sidgwick (T. Services)�
Patch Panel�
Patch Panel�
1�
Patch Panel (to West Road site and Technical Services)�
�
�
CULC�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
West Road�
Patch Panel�
Patch Panel�
1�
Patch Panel (to Sidgwick site)�
�
�
CULC�
�
�
�
�
�
West Road�
Cable�
Multimode fibre pair�
1�
Multimode fibre pair to connect Patch Panel (to Sidgwick site) to Advisor workstation ( ST - SC)�
�
�
ASCOM�
WMMF1& WMMF2�
�
20m�
�
�
West Road�
Advisor workstation�
PC Dell XPS 133C�
1�
16MB EDO RAM


AWE32 Soundcard, Creative Labs


ES17-TCO92 17" Monitor


Windows95 Keyboard


1.6GB hard disk


6 speed CD-ROM


3,5" floppy disk


Logitech PS/2 Mouse


Labtech microphone


Altec Lansing ACS31 loudspeakers�
Microsoft Office 7.0


Soundblaster AWE32 from Creative Labs


LEVERAGE system�
Dell�
CULC�
WWS�
Wagner


193.60.94.161�
�
2505,42£�
�
�
�
�
�
Bitfield H261 videoconference card�
�
�
�
�
�
�
�
�
�
�
�
�
miroMedia with TV upgrade card�
�
�
�
�
�
�
�
�
�
�
�
�
Olicom RapidFire ATM PCI 155 OC6152�
Olicom ATM drivers for Windows 95�
Olicom�
CULC�
�
�
�
£700�
�
�
�
�
�
Headsets�
�
�
�
�
�
�
�
�
�
�
�
�
Camera�
�
�
�
�
�
�
�
�
�
�
�
�
�
LDS Webtrack�
LDS Corporation�
CST�
�
�
�
0,00 FF�
�
�
�
�
�
�
Netscape browser 3.0�
Nestcape�
CULC�
�
�
�
0,00£�
�
�
�
�
�
�
SQL Server 6.5 client Licence�
Microsoft�
CST�
�
�
�
420,54 FF�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
Engineering Dept.�
User workstation�
PC Dell XPS 133C�
2�
16MB EDO RAM


AWE32 Soundcard, Creative Labs


ES17-TCO92 17" Monitor


Windows95 Keyboard


1.6GB hard disk


6 speed CD-ROM


3,5" floppy disk


Logitech PS/2 Mouse


Labtech microphone


Altec Lansing ACS31 loudspeakers�
Microsoft Office 7.0


Soundblaster AWE32 from Creative Labs


LEVERAGE system�
Dell�
CULC�
EWS1 & EWS2�
Elgar


193.60.94.165





Esteves


193.60.94.166�
�
5010,84£�
�
�
�
�
�
Bitfield H261 videoconference card�
�
�
�
�
�
�
�
�
�
�
�
�
miroMedia with TV upgrade card�
�
�
�
�
�
�
�
�
�
�
�
�
ATM Limited 25Mbps card�
�
ATM Limited�
CULC�
�
�
�
732,00£�
�
�
�
�
�
Headsets+F15�
�
�
�
�
�
�
�
�
�
�
�
�
Camera�
�
�
�
�
�
�
�
�
�
�
�
�
�
Netscape browser 3.0�
Netscape�
CULC�
�
�
�
0,00£�
�
�
�
�
�
�
SQL Server 6.5 client Licence�
Microsoft�
CST�
�
�
�
420,54 FF�
�
Engineering Dept.�
Cable�
UTP-3 cable�
4�
UTP-3 cable to connect User workstation to Workgroup switch�
�
�
CST�
EUTP1, EUTP2, EUTP3, EUTP4�
�
2, 2.5, 4, 4m�
�
�
Engineering Dept.�
Network switch�
Workgroup switch�
1�
ATM Limited Virata switch�
ATM Limited Virata software�
ATM Limited�
ASCOM�
EWX�
Erkel


193.60.94.167�
�
�
�
�
�
�
�
ATM Limited added module 155Mbps�
ATM Limited Virata software�
ATM Limited�
ASCOM�
�
�
�
�
�
Engineering Dept.�
Cable�
Multimode fibre pair�
1�
Multimode fibre pair to connect Workgroup switch to ASCOM access node ( SC - SC)�
�
�
ASCOM�
EMMF3& EMMF4�
�
8m�
�
�
Engineering Dept�
Cable�
Multimode fibre pair�
1�
Multimode fibre pair to connect ATM switch to Multimode-SingleMode Converter (SC - SC)�
�
�
GEC�
EMMF1& EMMF2�
�
1m�
�
�
Engineering Dept.�
Flying Lead�
Singlemode fibre�
6�
Singlemode fibre to connect Workgroup switch and multimode to singlemode converter to Patch Panel (to Granta Backbone) ( flying leads from patch panel)�
�
�
CULC�
87.1, 87.2, 89.1, 89.2, (fibres to New Museums to be installed)�
�
6m�
�
�
Engineering Dept.�
Access Node�
ASCOM Access Node�
1�
ASCOM Access Node�
�
ASCOM�
ASCOM�
EAAN�
�
265 x 483 x 500 mm�
�
�
Engineering Dept�
MM/SM Converter�
MM/SM Converter�
1�
Multimode-Singlemode Converter�
�
GEC�
GEC�
EMSC�
�
0.5x0.4m�
5000£�
�
Engineering Dept�
Patch Panel�
Patch Panel�
1�
Patch Panel (to Granta Backbone)�
�
�
CULC�
�
�
�
�
�
Engineering Dept�
Patch Panel�
Patch Panel�
1�
Patch Panel (in Study to Office 4)�
�
�
CULC�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
Churchill�
User workstation�
PC Dell XPS 133C�
2�
16MB EDO RAM


AWE32 Soundcard, Creative Labs


ES17-TCO92 17" Monitor


Windows95 Keyboard


1.6GB hard disk


6 speed CD-ROM


3,5" floppy disk


Logitech PS/2 Mouse


Labtech microphone


Altec Lansing ACS31 loudspeakers�
Microsoft Office 7.0


Soundblaster AWE32 from Creative Labs


LEVERAGE system�
Dell�
CULC�
CWS1 &CWS2�
Chopin


193.60.94.162





Cage


193.60.94.163�
�
5010,42£�
�
�
�
�
�
Bitfield H261 videoconference card�
�
�
�
�
�
�
�
�
�
�
�
�
miroMedia with TV upgrade card�
�
�
�
�
�
�
�
�
�
�
�
�
ATM Limited 25Mbps card�
�
ATM Limited�
CULC�
�
�
�
732,00£�
�
�
�
�
�
Headsets�
�
�
�
�
�
�
�
�
�
�
�
�
Camera�
�
�
�
�
�
�
�
�
�
�
�
�
�
Netscape browser 3.0�
Netscape�
CULC�
�
�
�
0,00£�
�
�
�
�
�
�
SQL Server 6.5 client Licence�
Microsoft�
CST�
�
�
�
420,54 FF�
�
Churchill�
Cable�
UTP-3 cable�
2�
UTP-3 cable to connect User workstation to Workgroup switch�
�
�
CST�
CUTP1 & CUTP2�
�
4, 4.4m�
�
�
Churchill�
Network switch�
Workgroup switch�
1�
ATM Limited Virata switch�
ATM Limited Virata software�
ATM Limited�
ASCOM�
CWX�
Copland


193.60.94.164 �
�
�
�
�
�
�
�
ATM Limited added module 155Mbps�
ATM Limited Virata software�
ATM Limited�
ASCOM�
�
�
�
�
�
Churchill�
Cable�
Multimode fibre pair�
1�
Multimode fibre pair to connect Workgroup switch to ASCOM access node (SC - SC)�
�
�
ASCOM�
CMMF1& CMMF2�
�
4m�
�
�
Churchill�
Access Node�
ASCOM Access Node�
1�
ASCOM Access Node�
�
ASCOM�
ASCOM�
CAAN�
�
265 x 483 x 500 mm�
�
�
Churchill�
Flying Lead�
Singlemode fibre�
4�
Singlemode fibre to connect ASCOM access node to Patch Panel (to Granta Backbone Network) (Flying leads to patch panel)�
�
�
�
85.1, 85.2, 87.1, 87.2�
�
1m�
�
�
Churchill�
Patch Panel�
Patch Panel�
1�
Patch Panel (to Granta Backbone)�
�
�
CULC�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
New Museums�
Patch Panel�
Patch Panel�
1�
Patch Panel (to Granta Backbone)�
�
�
CULC�
�
�
�
�
�
New Museums�
MM/SM Converter�
MM/SM Converter�
1�
Multimode-Singlemode Converter�
�
GEC�
GEC�
NMSC�
�
0.5x0.4m�
5000£�
�
New Museums�
Flying Lead�
Singlemode fibre�
2�
Singlemode fibre to connect Multimode-Singlemode Converter to Patch Panel (E2000 - E2000)�
�
�
�
To be installed�
�
�
�
�
New Museums�
Cable�
Multimode fibre pair�
1�
Multimode fibre pair to connect ATM Switch to Multimode-Singlemode Converter ( SC - SC)�
�
�
GEC�
NMMF1& NMMF2�
�
1m�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
Sidgwick (Lab.3)�
Cable�
Multimode fibre pair�
3�
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Figure � REFSTYLE 1 \n �4�.� SEQ Figure \* ARABE �7�   Integration Layout in Lab 3 Sidgwick
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Figure � REFSTYLE 1 \n �4�.� SEQ Figure \* ARABE �8�  Integration Connections in Lab 3 Sidgwick
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Figure � REFSTYLE 1 \n �4�.� SEQ Figure \* ARABE �9�   Installation Layout in Lab 3 Sidgwick
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Figure � REFSTYLE 1 \n �4�.� SEQ Figure \* ARABE �10�  Installation Layout in Sidgwick Technical Services
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Figure � REFSTYLE 1 \n �4�.� SEQ Figure \* ARABE �11�  Installation Layout in Churchill College
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Figure � REFSTYLE 1 \n �4�.� SEQ Figure \* ARABE �12�   Installation Layout in Engineering Department
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System Testing





The aim of this chapter is to describe the tests to be done before delivering the system. The acceptance of these tests puts the LEVERAGE system in the trial phase.





These tests can help also to discover the origin of a problem during the trial phase.





Optical Network - WP3


The testing of the optical network is rather simple. It requires the use of a light source (preferably a laser), an optical power meter, some fibre cleaning cloth, and alcohol.  The loss on the different links shall be determined and the connectors shall be checked/cleaned in the whole system.





Check list:


Clean all connectors in the system using the cleaning cloth and alcohol


Test fibres for loss on all connections - i.e. measure input power from a light source and the output power with the same light source. It would be nice to measure the complete link and the individual links which compose this link, but only the former is mandatory.


Test the output power for the 2 lasers in each access node


Connect the access nodes to the fibres


Check if the access nodes receives a signal above it’s sensitivity level(-28 dBm).


ATM Switch Infrastructure





The testing of the workgroup ATM switch infrastructure mainly relies on the following points:


Configuration of the switch in general, e.g. enable/disable LAN Emulation etc.


Configuration of the ports, e.g. user/network side for UNI signalling.


Configuration of PVCs - i.e. routing table - if no signalling is used.





Servers





Two steps can be defined to validate the servers aspects :


launch the different applications and check the compliance with the specification.


launch client applications on the workstation and check that the server application send the correct replies.





Administrative server





The applications to be launched are :


Workspace management, which describes the access rights and workspace for the students, teachers and advisor.


Microsoft SQL server, which provides the DataBase functions.


DataBase applications, which use the Microsoft SQL server and provide a means to update the Data.


Microsoft Internet Information server, which provides the WWW server.


Statistics module, which manages the statistics files for the evaluation.





The client applications are :


the Windows95 login system which allows checking of the access rights of the student, configuration of the workstation with the student parameters (workspace attached to the student), and launching of the Netscape browser.


the Netscape browser which allows the user to view the HTML pages.


access to the session manager by initiating a conference with another student, and to check the DataBase contents.


the Statistics Analysis module, on the advisor workstation, which allows retrieval of  statistics files from the server and performs analysis operations.





Media server and Multipoint Conference Unit





The software topology is described in the chapter � RENV _Ref365276045 \n �4.3.3.2�.





The application to be launched are :


the Video Sequence Manager


the Multipoint Conference Unit


the Session Manager





The client applications are :


(accessed via the HTML pages browsed by the Netscape navigator),


 


the session manager agent, by requesting to start a conference with another student.


the Exercise module and/or the DataConference module, to check the Multipoint Conference Unit (multipoint conference aspects).


the Videoconferencing module, to check the Videoconferencing module on the server.


the Media player, by requesting a video and/or an audio sequence is played from the Multimedia glossary.





User Workstation





Configuration of NICs.





Because the server's aspects have been validated, only one step can be defined to validate the user workstation aspects :


launch the different applications and check their compliance with the specification.





The applications to be launched are :


via the HTML pages browsed by the Netscape navigator, 


the Windows95 login system which configures the workstation with the student parameters (workspace attached to the student), and launches the Netscape browser.


the Netscape browser which allows the user to see the HTML pages.


and via the HTML pages browsed by the Netscape navigator, 


the session manager agent, by initiating a conference with another student.


the Exercise module.


the DataConference module.


the Videoconferencing module for point-to-point connection, and for multipoint connection.


the Multimedia glossary.


the Media player, by requesting a video and/or an audio sequence is played from the Multimedia glossary.


on the advisor workstation, the Statistics Analysis module which allows retrieval of statistics files from the server and performs analysis operations.





Overall System Tests





Check every single connection by PING


Check every single connection by TTCP


Check every single connection by FTP


Check every single connection by MPEG video playback





The overall system tests consists of two aspects :


load tests, which consist of re-running the previous tests on each of the workstations connected to the LEVERAGE system. These tests must show that the system can support all the machines connected at the same time, and must be compliant with the specification during the performance measurements.


long duration tests which consists of running the previous tests over several hours, with several workstations. This will check that the LEVERAGE system behaviour does not change with the duration of use.
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