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Executive Summary:

For the third trial the integration of DIT-UPM into the LEVERAGE network was the major part. Since all sites already used an adequate multimedia equipment on a local area network the main emphasis was to find a new solution for the interconnection of all three sites. During the second trial an ATM based interconnection between CULC and INT was successfully used. For the third trial an installation of ATM links between the three sites was out of scope, since no telecommunications company could offer a concrete solution at the time of network design.
ISDN was choosed as the technologies which could be used for the interconnection of the three sites. ISDN has the advantage that we have some control over the costs by adjusting the connection time. 

In the following chapters the internetworking requirements will be identified and the selection of the specific networking equipment, that fits the demands of the LEVERAGE multimedia applications used for the trial, are documented.
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1. Introduction

For the third trial the integration of DIT-UPM into the LEVERAGE network was the major part. Since all sites already used an adequate multimedia equipment on a local area network the main emphasis was to find a new solution for the interconnection of all three sites. During the second trial an ATM based interconnection between CULC and INT was successfully used. For the third trial an installation of ATM links between the three sites was out of scope, since no telecommunications company could offer a concrete solution at the time of network design. In the next chapters the network topologies and the final solution used for  the interconnection of all LEVERAGE sites will be described.
Framework evaluation

For the third trial three local networks ‑ CULC in Cambridge, INT in Evry and DIT-UPM in Madrid ‑ have to be interconnected over a common network technology. First of all we have to understand the internetworking requirements, by identifying and selecting the specific capabilities that fit our computing environment and demands of the applications used for the trial. This is the reason why all constraints around the third trial network has to be analized. 

1.1 Trial and Application requirements

In this sub-section, we motivate, describe and discuss the three-site interconnection scenario at the network as well as at the application level. The constraints include overall cost, trial organization, available inter-connection technology and the multimedia application requirements. These constraint are inter-related and shall dictate the optimum choice of the three-site interconnection scheme.

1.1.1 Multisite scenarios / Trial organisation

At the network level, the picture includes three ATM Local Area Networks (LANs). As indicated earlier, the available technology to be used to interconnect these three ATM LANs, the overall cost as well as the trial organization influences to a large extent the network interconnection scenario. The available technology refers mainly to the international commercial offers following the end of the European ATM Pilot JAMES. The overall cost limits our interconnection scenario choices as a minimum of changes in the hardware as well as in the software is allowed. The trial organization is dictated by the pedagogical, end-user part of the project.

Trial Organization

In the previous two-site interconnection case, the two ATM LANs interconnection was pair-wise. In the three sites interconnection scheme, we can have either:

1. Pairwise interconnections: each site is distinctly connected to one other remote site at one given time, or 

2. three-sites simultaneous interconnection: each site is simultaneously interconnected to the two other remote sites.

Given the limited overall allowed cost, the trial organization, i.e. the pedagogical approach, views the third trial as mainly based on bilateral sessions. Moreover, the French-Spanish, Spanish-English and English-French need not to take place at the same time, the main point being collaborative work between any two sites. This motivates the choice of the first option. 

Interconnection Scenario and Technology 

When European ATM Pilot JAMES was available, a PVP (with CBR service) was used to interconnect the two sites; SVCs were not offered.

If ATM is an available interconnection option, two scenarios may be envisioned:

1. One PVP containing two distinct PVCs link each site to the other two remote sites, or

2. two distinct PVPs, each containing one PVC, link each site to the two other remote sites. 

The trial organization pair-wise option favors the second approach, as it eases the management of each interconnection separately without affecting the third, non-interconnected, site, and reduces the overall cost.

Similarly, and in the case of another interconnection technology (please refer to Section 2.2.1.), three distinct links will be used to pair-wise interconnect the three sites. 

1.1.2 Audio/Video conferencing

In respect of video/audio-conferencing the basic network layout did not change from the second trial to the third one. The video/audio-conferencing still worked between two sites at one time. Therefore no major changes were made in the MCU software managing the video/audio-conferencing. However because the intersite bandwidth was to be narrower than in the second trial, the socket-buffering needed some adjustments at least during the experimenting setup phase and that's why a simple tool for changing the buffer sizes was added. Furthermore there used to be occasional problems when the users were changing the functionality between video/audio-conferencing and audio-only-conferencing especially on the intersite connections, because several signalling commands were exchanged between sites and between MCUs and workstations. This kind of signalling was radically simplified thus reducing the possibilities for blocking the video transmission.

1.2 Interconnection options

1.2.1 Technologies

There are four possible technologies which could be used for the interconnection. The following subchapters will introduce all the possible technologies, which are:

· Internet and TEN-34

· ISDN

· Privat or Leased Lines

· Frame Relay

1.2.1.1 Internet and TEN-34

There is the well-known statement „The Internet is the Internet“, which holds the truth in itself. But what is the Internet? The US Federal Networking Council (FNC) agrees that the following language reflects the definition of the term "Internet". "Internet" refers to the global information system that

· is logically linked together by a globally unique address space based on the Internet Protocol (IP) or its subsequent extensions/follow-ons; 

· is able to support communications using the Transmission Control Protocol/Internet Protocol (TCP/IP) suite or its subsequent extensions/follow-ons, and/or other IP-compatible protocols; and 

· provides, uses or makes accessible, either publicly or privately, high level services layered on the communications and related infrastructure described herein.

The Internet has revolutionized the computer and communications world like nothing before. The Internet is at once a world-wide broadcasting capability, a mechanism for information dissemination, and a medium for collaboration and interaction between individuals and their computers without regard for geographic location.

The Internet represents one of the most successful examples of the benefits of sustained investment and commitment to research and development of information infrastructure. 

TEN-34 is a IP network linking a number of European Universities and reasearch facilities. The main drawback of any IP network when used for realtime applications, is the lack of service quality guarantees. Although tests of the TEN-34 network at UPM have yielded a troughput of 400kbps for the UPM - INT link, which would be sufficient to sustain a LEVERAGE session, there is no way of telling how this value will fluctuate over time.

Since the trials will again be embeded in the semester planning of students and good quality communications are crucial for the evolution of the system and successful cooperation of the participants, this uncertainty is unacceptable. This reduces the Internet and TEN-34 to a fallback solution.
1.2.1.2 ISDN (Integrated Services Digital Network)

ISDN services are becoming more prevalent in networking and communications. More network administrators are turning to ISDN to solve a variety of wide-area networking connectivity problems. ISDN involves the digitization of the telephone network so that voice, data, text, graphics, music, video and other source material can be provided to end users from a single terminal over existing telephone wiring. The european digital telephone network allows dial-up connections at 64kbps. Multiple connectionas can be agregated to provide n*64kbps. Once the connections are set up the communication channel is transparent.

1.2.1.3 Private or Leased Lines (LL)

These permanent circuits are provided with capacities of n*64kbps. The channel is transparent and can be used for data or voice communication. The choice between ISDN and leased lines is usualy based on purely economical analysis of the breakeven between fixed and variable costs of both solutions.

1.2.1.4 Frame Relay (FR)

Originally deployed as pure data networks, standards and equipment are now available to provide voice/data integration over FR. This makes FR also a valid alternative for multimedia applications. The packet oriented nature of the technologie allows network resources to be shared between users, hence reduce cost. Service quality issues such as throughput, delay and delay variation have to be further investigated.

1.2.2 Providers

The european theater we are playing in and the location of the trial sites yield a number of predestined opeators.

British Telecom (BT) can provide:

· ISDN to CULC

· complete LL services

· BT FrameStream is BT's frame relay service for transmitting data based on frame relay standards

France Telecom (FT) can provide:

· ISDN to INT

· complete LL services

· FR services trough it’s TransPac network

Telephónica (TE) can provide

· ISDN to UPM

· complete LL services

· complete FR services

alternative and international Carriers are:

Unisource

Unisource Carrier Services a European market leader in wholesale voice traffic and a subsidiary of Unisource NV, announced at the beginning of September 1998 the launch of its pan-European integrated services network as part of its enhanced customer service strategy. The network will include points of presence (PoPs) in Amsterdam, Brussels, Düsseldorf, Frankfurt, London, Milan, Paris, Vienna, Stockholm, Zürich and New York City. Unisource Carrier Services’ ATM network sets a new standard in Europe by integrating voice, data and Internet over one centrally managed backbone network creating one of the first truly pan-European telecommunications solutions.

Global One
Global One, the worldwide joint venture of Deutsche Telekom, France Telecom and Sprint, is dedicated to simplifying the telecoms world for its customers through state-of-the-art, custom-tailored telecommunications. Offering a comprehensive array of advanced voice and data services for businesses, carriers and consumers, Global One's mission is to provide seamless, flexible, cost-efficient solutions for customer needs. With corporate headquarters in Brussels, Global One has more than 1,200 points of presence in over 60 countries.

MCI WorldCom
MCI WorldCom is a global business telecommunications company. Operating in more than 50 countries, the company is a premier provider of facilities-based and fully integrated local, long distance, international and Internet services. In March 1998 Telefonica, WorldCom and MCI announce that they will partner to create strategic business ventures that will leverage the three companies' network and geographic strengths as they enter new telecommunications markets in Europe and the Americas.

Pricing
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BT
2660 ECU
see Remarks
CULC-INT
298.75

CULC-UPM
424.50
line rental 1st month 392 ECU, following months 196 ECU

FT
3960 ECU
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TE
3592 ECU
341 ECU
UPM-CULC
-
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11’500
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Remarks

MCI WordCom
only telecommunications company with concrete offer, but to late for realization

Unisource
no commercial offer

BT
no commercial offer

FT
no commercial offer

TE
no commercial offer

1.2.3 Cost comparision

The costs for Frame Relay connections are very high and a rental period under 12 month is in most cases not possible. This are the reasons not to choose Frame Realy for the interconnection of the three sites. In addition the budget allowed for the interconnection costs is a critical criterion and has actually driven our choices away from Frame Relay and Leased Lines from the very beginning. According to the cost survey in the last chapter the definition of the breakeven between ISDN and Leased Lines can be easily done.

The costs for Leased Lines with 512kBit/s for all three sites are about 40'700 ECU per month (without the basic installation). If we would like to have Leased Lines with 768kBit/s the cost are about 54'000 ECU per month. The costs for four months would be:

· 162'800 ECU for 512kBit/s Leased Line and 7'450 ECU for installation

· 216'000 ECU for 768kBit/s Leased Line and 7'450 ECU for installation

If we assume that we need about 100 hours required for tests and third trial sessions. The communication costs generated when using ISDN for interconnection with the average connection costs of 200 ECU/h would be about 20’0000 ECU, which is very cheap compared to the costs of a 512kBit/s Leased Lines or 768kBit/s Leased Line. Even if we would need 200 hours for tests and third trial sessions the costs would be clearly under the costs of Leased Lines. 

ISDN has the advantage that we have some control over the costs by adjusting the connection time. On the following assumption: 6 weeks trial, 4 groups per language at each site (4 students per group) and each group gets one hour of connectivity per week we end up with 72 hours of connectivity (6 weeks * 4 sessions * 3 sites). Allow 8 hours for tests and the cost would be 27’700 ECU (including installation costs and monthly rental). If each group only gets half an hour the cost goes down to 20’500 ECU (including installation costs and monthly rental). So the effective ISDN cost would fluctuate somewhere between the two examples. This is the reason choosing ISDN as the transport medium for the third trials.

1.2.4 Equipment

The interconnection of the three sites could be theoretically done with different equipment, according to the used transport network. 

ISDN Access Servers
Today interconnection of LAN’s over ISDN can be done by using ISDN access servers (routers). Most of this devices offer an ISDN dial access connectivity. In addition integrated routing capabilities enable most devices to deliver complete remote-access solutions. Multilink Point-to-Point Protocol (PPP), or MP, gives access servers the ability to split and recombine packets across multiple links. 

For CULC and INT the Cisco 3600 series offer a choice of interface density and system performance. The Cisco 3640 server is equipped with four network module slots, the Cisco 3620 with two. Each network module slot can accept a variety of network module interface cards. Dial connectivity is supported with a series of network modules offering ISDN Primary Rate Interface (PRI), ISDN Basic Rate Interface (BRI), and asynchro-nous/synchronous serial interfaces. LAN and WAN connectivity are provided by a series of mixed-media cards supporting Ethernet, Token Ring, and a variety of WAN technologies. Since we use one network card to connect to the local Ethernet segment at CULC and INT and one PRI card for ISDN dial-up access, the Cisco 3620 is the device of our choice. The costs for one Cisco 3620 fully equiped for PRI dial-up access and NIC for Ethernet is around ECU.

A Cisco 7000 acess server was already installed at DIT-UPM, what was another reason to use Cisco 3620 routers at CULC and INT because of interoperability, which could be reduced among devices of different brand.

LL

A typical equipment for Leased Lines is Ascom’s COLT soho (small office home office). COLT soho is a cost-effective solution for small and medium-size businesses and public service providers. COLT soho combines three functions in a single device. COLT soho (small office home office) combines

· a Hub to interconnect the LAN segments at the customer end, 

· a Router or Bridge to translate LAN protocols into WAN protocols and vice versa

· a xDSL transmission system which allows the high-speed data transmission over large distance using copper cables.

A Mini-Hub can be used to set up PC networks comprising several worplaces, without having tomake additional investments. A combination of xDSL transmission with a 10BaseT Ethernet adapter allows network operators to connect LAN directly over existing copper telephone lines without needing new fiber cabling and an external Bridge/Router equipment. COLT soho supports a flexible single pair transmission up to 2 Mbit/s symmetrical. This transmission can be configured as a flexible symmetrical, asymmetrical or reverse asymmetrical service. The costs for one device would be around 900 ECU.

FR
A typical equipment for Frame Relay is Nortel's (Northern Telecom's) Passport 6400 series of scalable,

multiservice enterprise network switches. A Passport 6420 switch should be enough powerful to manage the intersite traffic. The costs for one device would be around 6000 ECU.

1.3 Quality of Service Requirements

Data and multimedia applications have different quality of service requirements. Unlike traditional "best-effort" data services, such as File Transfer Protocol (FTP) or X Windows, in which variations in latency often go unnoticed, audio and video data are useful only if they are delivered within a specified time period. Delayed delivery only impedes the usefulness of other information in the stream. In general, latency and jitter are the two primary forces working against the timely delivery of audio and video data.

Latency
Real-time, interactive applications, such as desktop conferencing, are sensitive to accumulated delay, which is known as latency. Telephone networks are engineered to provide less than 400 milliseconds (ms) round-trip latency. Multimedia networks that support desktop audio and video conferencing also must be engineered with a latency budget of less than 400 ms per round-trip.

The network contributes to latency in several ways:

· Propagation delay ‑The length of time that information takes to travel the distance of the line. Propagation delay is mostly determined by the speed of light; therefore, the propagation delay factor is not affected by the networking technology in use.

· Transmission delay ‑ The length of time a packet takes to cross the given media. Transmission delay is determined by the speed of the media and the size of the packet.

· Store-and-forward delay ‑ The length of time an internetworking device (such as a switch, bridge, or router) takes to send a packet that it has received.

· Processing delay ‑ The time required by a networking device for route lookup, changing the header, and other switching tasks. In some cases, the packet also must be manipulated. For example, the encapsulation type or the hop count must be changed. Each of these steps can contribute to the processing delay.

In addition to this, packetization and compression delays occure on the application layer. On the Workstations and MCU’s in the LEVERAGE case.
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Figure 1: network model for analysis

The public network can be replaced by a direct wire in the case of privat circuit. For ISDN some synchronisation delay may be introduced. In a FR network a number of intermediate switches introduce delay components.

Another unknown is the actual wire distance between sites.

To get an idea: 1500 bytes clocked out from CULC to reception at INT

· Distance s = ca 500km,

· c in CU ca 0.75c,

· Transmission delay 
Dt = packet size / line rate,

· Propagation delay 
Dp = distance / speed,


at

512 kbps
at

1024 kbps
at

2048 kbps
at

10 Mbps

Compression
5 ms
5 ms
3 ms
2 ms

Packetization
5 ms
5 ms
3 ms
2 ms

Store-and-forward delay
4 ms
3 ms
2 ms
2 ms

Transmission
23.4 ms
11.7 ms
5.8 ms
1.2 ms

Propagation
2.2 ms
2.2 ms
2.2 ms
2.2 ms







Total
40 ms
27 ms
16 ms
9.4 ms

Jitter
If a network delivers data with variable latency, it introduces jitter. Jitter is particularly disruptive to audio communications because it can cause pops and clicks that are noticeable to the user. Many multimedia applications are designed to minimize jitter. The most common technique is to store incoming data in an insulating buffer from which the display software or hardware pulls data. The buffer reduces the effect of jitter in much the same way that a shock absorber reduces the effect of road irregularities on a car: Variations on the input side are smaller than the total buffer size and therefore are not normally perceivable on the output side

2. Network description

2.1 Overview

The LEVERAGE system is distributed over three sites at Cambridge, Paris and Madrid. Each site has its own regional network to allow local communication and interaction. The regional networks have high transport and switching capacity to allow fast access to the local servers, and high quality interaction between the users (learners and tutors) within the site. These ATM islands are then interconnected to provide the international connectivity which is crucial to the LEVERAGE goals. The wide area connections during the last trials, in particular the inter-site links, connection agreements were made with the ACTS National Hosts operated by the JAMES project. These were linked through the Public Network Operators ATM Pilot scheme.

For the third trial we use the public international ISDN for inter-site linking. The data communication is based on ISDN dial-up access routers, which perform a dial-on-demand inter-site connection.

The following figure is an example, based on the network topology at CULC, demonstrating the use of different network communication protocols along the way a packet has to take from CULC to INT or DIT-UPM.
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Figure 2: network communication protocols

All workstations and the servers in the Cambridge network work with the UNI3.1 user side. The VIRATA switches handle the network side with respect to the workstations and the user side towards the ATM ring. The ATM part of the network uses the full bandwidth which is available. On the IP network the data generated by the LEVERAGE users has to share the media with other campus IP traffic.
The Madrid network

Madrid Network is built around the ATM LAN currently installed at the Telecommunication School of the Technical University of Madrid (ETSIT-UPM). This network is composed by four ATM switches interconnected by 155 Mbps fiber links.

LEVERAGE workstations and administrative server (NT) are connected to the ATM LAN through a Virata workgroup switch using 25 Mbps ATM cards. Media server is directly connected to one of the main switches, using a 155 Mbps ATM card.

IP connectivity is based on Classical IP (CLIP) using a mess of PVC between all the machines in each of the two IP subnetworks. SVC based solutions were tested, but due to incompatibilities between some of the implementations used, it was abandoned in favor of the PVC solution. A CISCO 7000 router is in charge of routing between IP subnetworks.

The intersite connection over ISDN is managed through the Cisco 7000 router, which, apart from ATM and Ethernet interfaces, is equiped with a PRI card. Besides, this router gives access to Internet.The Madrid network bases on a ATM network.

The media server: noria-atm2 machine (138.4.22.122) in 138.4.22.64 subnet is connected to the Cisco 7000 router using CLIP over an 8 Mbps CBR PVC. Use of CLIP over PVC instead of SVC. Due to some problems related to the access to the NT server detected during the Madrid installation week, the decision was made to change to a PVC configuration. At present there is a mesh of CBR PVCs between the six machines (NT server, three student workstations, one advisor's workstation and the router) in the 138.4.1.64 subnet.
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Figure 3: LEVERAGE Network at Madrid

The Cambridge network

A high-speed ATM ring network connects West Road through a single STM-1 link to the Sidgwick node 1 of the ATM ring. The ATM ring operates at a bitrate of 1.25Gbit/s over a double fibre ring. This provides sufficient network throughput for all connected workgroup switches, servers and workstations. The servers, network equipment and workstations will be located as follows:

· Sun server at Sidgwick, also acting as ATM to Ethernet router

· LANE server at Sidgwick

· NT server at Sidgwick

· One Virata ATM switch at Sidgwick

· Two ATM LightRing nodes at Sidgwick

· Cisco 3620 Access Router located at Sidgwick

· Two student workstations at Sidgwick

· Two student workstations at West Road

· One advisor workstation at West Road
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Figure 4: LEVERAGE Network at Cambridge

In order to achieve equal performance for every user of the system - and not to privilege the ones at Sidgwick - the servers are directly connected to the optical network over node 2 of the ATM ring, while all workstations (users and advisor) first access a workgroup switch, i.e. Virata switches copland at West Road or sibelius at Sidgwick.

The intersite connection over ISDN is managed with a Cisco 3620 ISDN router, which has a maximal bandwidth of 512kBit/s (8 channels with 64kBit/s). As a fallback solution the intersite connection can be routed over an  existing Gateway (call10.langcen.cam.ac.uk with IP address 131.111.168.32) towards the Internet.

Three servers are currently connected to node 2 ATM ring by a 155 Mbps OC-3c/STM-1 link over multimode fibre whereas the student multimedia workstations are connected by a standard desktop ATM interface (25.6 Mbps links over category 5 UTP cables) using Virata NICs (VL2000 ATM PCI VIRATAlink network adapters) to the two Virata ATM switches.
Three servers are currently installed on this network. The LANE server server (Intel Pentium 90 based PC running Microsoft MS-DOS 6.22) is used for LANE services. Ethernet LAN Emulation (LANE) eases the migration of existing Ethernet users to ATM. Ethernet data packets are carried in ATM cells, so higher level protocols (including IP and NetBEUI) can be used transparently over ATM. The second server, (sun Ultra II Enterprise with two 167 Mhz processors running Solaris 2.5.1) acts as the video server used for broadcasting and as a router, routing traffic between the ATM and Ethernet networks. The ATM network interface card used to connect it to the network is a Fore Systems SBA-200E NIC. The Ethernet network card is integrated onboard.

The third server (Intel Pentium 200 MMX based PC running Windows NT 4 Server) acts as an administrative server. As said above and as for the sun server, it is connected to the network (node 2 ATM ring) by a 155 Mbps link over multimode fibre. It is also equipped with a Fore Systems ATM NIC (PCA-200EPC).

The Evry network

The LEVERAGE broadband local area network in the Evry site is based on Asynchronous Transfer Mode (ATM), and employs the latest standards and protocols including switched virtual circuits and both classical IP and LANE. The following figure shows the network topology as installed in Evry. The servers, network equipment and workstations will be located as follows:

· Sun server in the RST department building, also acting as ATM to Ethernet router

· NT server in the RST department building

· One Fore Systems ASX-200WG workgroup switch in the RST department building

· One advisor workstation in the RST department building

· Seven student workstations in the RST department building (four workstations in one room, two workstations in another room)

· Cisco 3620 Access Router located in another building
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Figure 5: LEVERAGE Network at Evry

At the heart of the network, located in the RST department building is a Fore Systems ASX-200WG workgroup switch. The access network is built around the Fore Systems workgroup switch. The ForeRunner ASX-200WG switch brings high performance ATM connectivity to LAN workgroup applications. Up to twenty four workstations, PCs or servers can be connected to this ATM switch. In its current configuration, it has twelve 25.6 Mbps ports, three multimode fibre OC-3/STM-1 (155 Mbps) and one singlemode fibre OC-3/STM-1 (155 Mbps) port.

Two servers and the advisor workstation are currently connected to the ASX-200WG switch by a 155 Mbps OC-3c/STM-1 link over multimode fibre whereas seven student multimedia workstations are connected by a standard desktop ATM interface (25.6 Mbps links over category 5 UTP cables) using Fore Systems NICs (ForeRunner LE).

The sun server, an Ultra II Enterprise with two 167 Mhz processors running Solaris 2.5.1, happens to be the video server used for broadcasting and as a router, routing traffic between the ATM and Ethernet networks. The ATM network interface card used to connect it to the network is a Fore Systems SBA-200E NIC. The Ethernet network card is integrated onboard. The second server (Intel Pentium 200 MMX based PC running Windows NT 4 Server) acts as an administrative server. As said above and as for the sun server, it is connected to the network (ASX-200WG switch) by a 155 Mbps link over multimode fibre. It is also equipped with a Fore Systems ATM NIC (PCA-200EPC).

2.2 Intersite connectivity

The chosen network configuration implies that all traffic exchanged between the three sites is routed on the IP layer between the routers, actually using MPPP over ISDN. The local networks have therefore a maximum of independence as neither ATM Signalling nor ILMI or LANE information has to be passed over the ISDN dial-up link. This improves the stability and manageability of the network, as the service quality of the inter-site connection is out of our control. It also permits a simple and efficient traffic shaping strategy for the inter-site traffic.
3. Configuration of Equipment

3.1 Cisco IOS user interface modes

The Cisco IOS user interface is divided into many different modes. The commands available to you at any given time depend on which mode you are currently in. Entering a question mark (?) at the system prompt allows you to obtain a list of commands available for each command mode. 

When you start a session on the router, you begin in user mode, often called EXEC mode. Only a limited subset of the commands are available in EXEC mode. In order to have access to all commands, you must enter privileged EXEC mode. Normally, you must enter a password to enter privileged EXEC mode. From privileged mode, you can enter any EXEC command or enter global configuration mode. Most of the EXEC commands are one-time commands, such as show commands, which show the current status of something, and clear commands, which clear counters or interfaces. The EXEC commands are not saved across reboots of the router.

The configuration modes allow you to make changes to the running configuration. If you later save the configuration, these commands are stored across router reboots. In order to get to the various configuration modes, you must start at global configuration mode. From global configuration mode, you can enter interface configuration mode, subinterface configuration mode, and a variety of protocol-specific modes.

3.1.1 User EXEC Mode 

After you log in to the router or access server, you are automatically in user EXEC command mode. The EXEC commands available at the user level are a subset of those available at the privileged level. In general, the user EXEC commands allow you to connect to remote devices, change terminal settings on a temporary basis, perform basic tests, and list system information.

3.1.2 Privileged EXEC Mode 

Because many of the privileged commands set operating parameters, privileged access should be password protected to prevent unauthorized use. The privileged command set includes those commands contained in user EXEC mode, as well as the configure command through which you can access the remaining command modes. Privileged EXEC mode also includes high-level testing commands, such as debug.

The following example shows how to access privileged EXEC mode: 

Router> enable

Password: 2domore4U

Router#

From the privileged level, you can access global configuration mode. Global configuration commands apply to features that affect the system as a whole, rather than just one protocol or interface.

3.2 Configuration of Cisco 3620 in Cambridge

To configure the router, you must connect a terminal or a PC running terminal emulation software to the console port, or start a telnet session to the Ethernetport (IP address 131.111.168.43). Theoretically it is also possible to start a telnet session to the ISDN PRI port (using IP address 192.168.32.60) from a remote site.The configuration itself can be checked by entering „show configuration“ in the Privileged EXEC mode. The following listing shows the configuration of the Cisco 3620 as it was used for the third trials.

Cambridge#show config

Using 2118 out of 30712 bytes

!

version 11.2

no service password-encryption

no service udp-small-servers

no service tcp-small-servers

!

hostname Cambridge

!

enable password XXXXXXXXX

!

username Cambridge password 0 XXXXXXXXX

username Paris password 0 XXXXXXXXX

username support password 0 XXXXXXXXX

username r7000.etsit.upm.es password 0 XXXXXXXXX

isdn switch-type primary-net5

!

controller E1 0/0

 pri-group timeslots 1-8,16

!

interface Serial0/0:15

 ip address 192.168.32.60 255.255.255.0

 encapsulation ppp

 no ip mroute-cache

 bandwidth 512

 load-interval 30

 no keepalive

 shutdown

 dialer idle-timeout 7200

 dialer map ip 192.168.32.80 name r7000.etsit.upm.es 00034915509400

 dialer map ip 192.168.32.40 name Paris 00033169870010

 dialer load-threshold 3 either

 dialer-group 1

 no fair-queue

 no cdp enable

 ppp authentication chap

 ppp multilink

!

interface Ethernet1/0

 ip address 131.111.168.43 255.255.255.0

!

interface Ethernet1/1

 no ip address

 shutdown

 fair-queue 64 256 0

!

interface Dialer0

 no ip address

 no cdp enable

!

interface Dialer1

 no ip address

 no cdp enable

!

no ip classless

ip route 0.0.0.0 0.0.0.0 131.111.168.62

ip route 138.4.1.64 255.255.255.192 192.168.32.80

ip route 138.4.22.64 255.255.255.192 192.168.32.80

ip route 157.159.175.0 255.255.255.0 192.168.32.40

ip route 157.159.176.0 255.255.255.0 192.168.32.40

ip route 193.60.94.0 255.255.255.0 131.111.168.60

dialer-list 1 protocol ip permit

banner motd ^C

              *************************************************

              *                                               *

              *                     ascom                     *

              *        ENTERPRISE NETWORKS SWITZERLAND        *

              *          LEVERAGE ACTS Project AC109          *

              *                                               *

              *        Unauthorized access prohibited         *

              *************************************************

^C

!

line con 0

line aux 0

 login local

 modem InOut

 modem autoconfigure discovery

 transport input all

 stopbits 1

 speed 1200

 flowcontrol hardware

line vty 0 4

 password XXXXXXXXX

 login

!

end

3.3 Configuration of Cisco 3620 in Evry

To configure the router, you must connect a terminal or a PC running terminal emulation software to the console port, or start a telnet session to the Ethernetport (IP address 157.168.176.20). Theoretically it is also possible to start a telnet session to the ISDN PRI port (using IP address 192.168.32.40) from a remote site.The configuration itself can be checked by entering „show configuration“ in the Privileged EXEC mode. The following listing shows the configuration of the Cisco 3620 as it was used for the third trials.

Paris#show config

Using 2106 out of 30712 bytes

!

! Last configuration change at 18:00:34 UTC Fri Oct 23 1998

! NVRAM config last updated at 18:00:34 UTC Fri Oct 23 1998

!

version 11.2

no service password-encryption

no service udp-small-servers

no service tcp-small-servers

!

hostname Paris

!

enable password XXXXXXXXX

!

username Cambridge password 0 XXXXXXXXX

username Paris password 0 XXXXXXXXX

username support password 0 XXXXXXXXX

username r7000.etsit.upm.es password 0 XXXXXXXXX

isdn switch-type primary-net5

!

controller E1 0/0

 framing NO-CRC4 

 pri-group timeslots 1-8,16

!         

interface Serial0/0:15

 ip address 192.168.32.40 255.255.255.0

 encapsulation ppp

 no ip mroute-cache

 bandwidth 512

 load-interval 30

 no keepalive

 shutdown

 dialer idle-timeout 7200

 dialer map ip 192.168.32.60 name Cambridge 00441223302050

 dialer map ip 192.168.32.80 name r7000.etsit.upm.es 0034915509400

 dialer load-threshold 3 either

 dialer-group 1

 no fair-queue

 no cdp enable

 ppp authentication chap

 ppp multilink

!

interface Ethernet1/0

 ip address 157.159.176.20 255.255.255.0

!

interface Ethernet1/1

 no ip address

 shutdown

 fair-queue 64 256 0

!

no ip classless

ip route 0.0.0.0 0.0.0.0 157.159.176.1

ip route 138.4.1.64 255.255.255.192 192.168.32.80

ip route 138.4.22.64 255.255.255.192 192.168.32.80

ip route 157.159.175.0 255.255.255.0 157.159.176.21

ip route 193.60.94.0 255.255.255.0 192.168.32.60

dialer-list 1 protocol ip permit

banner motd ^C

              *************************************************

              *                                               *

              *                     ascom                     *

              *        ENTERPRISE NETWORKS SWITZERLAND        *

              *          LEVERAGE ACTS Project AC109          *

              *                                               *

              *        Unauthorized access prohibited         *

              *************************************************

^C

!

line con 0

line aux 0

 login local

 modem InOut

 modem autoconfigure discovery

 transport input all

 stopbits 1

 speed 19200

 flowcontrol hardware

line vty 0 4

 password XXXXXXXXX

 login

!

end

Paris#
3.4 Configuration of Cisco 7000 in Madrid

To configure the router, you must connect a terminal or a PC running terminal emulation software to the console port, or start a telnet session to the Ethernetport (IP address 138.4.47.65). Theoretically it is also possible to start a telnet session to the ISDN PRI port (using IP address 192.168.32.80) from a remote site.The configuration itself can be checked by entering „show configuration“ in the Privileged EXEC mode. The following listing shows the configuration of the Cisco 7000 as it was used for the third trials

Using 18020 out of 130048 bytes

!

version 11.2

service password-encryption

no service udp-small-servers

no service tcp-small-servers

!

hostname r7000.etsit.upm.es

!

enable password 7 0200160A5B001D701C

!

username r7000.etsit.upm.es password 7 030D480A040A2D

username Paris password 7 112015112E21253C

username Madrid password 7 022F084F32352111

username Cambridge password 7 022F084F32352111

ip subnet-zero

ip domain-name dit.upm.es

ip name-server 138.4.2.10

ip name-server 138.100.17.10

ip multicast-routing

isdn switch-type primary-net5

!

controller E1 4/0

 pri-group timeslots 1-31

!

controller E1 4/1

!

interface Ethernet0/1

 description Conexion  Backbone ETnet

 ip address 138.4.47.65 255.255.255.192

 ip pim dense-mode

!

interface Ethernet0/3

 description Edificio B : DITnet

 ip address 138.4.2.1 255.255.255.192

!

interface ATM2/0

 mtu 9180

 ip address 138.100.17.129 255.255.255.128

 no ip route-cache

 no ip mroute-cache

 atm rxbuff 512

 atm txbuff 512

 atm rawq-size 1024

 atm maxvc 1024

 atm sonet stm-1

 atm rate-queue 1 8

 atm rate-queue 2 80

 atm rate-queue 3 4

 atm rate-queue 4 6

 atm rate-queue 5 5

 atm rate-queue 6 1

 atm rate-queue 7 2

 atm pvc 500 0 5 qsaal

 atm pvc 1022 0 16 ilmi

!

interface ATM2/0.20 multipoint

 description LEVEnet

 ip address 138.4.1.120 255.255.255.192

 no ip route-cache

 no ip mroute-cache

 atm pvc 142 15 42 aal5snap 8000 8000 1

 atm pvc 147 15 41 aal5snap 8000 8000 1

 atm pvc 149 15 43 aal5snap 8000 8000 1

 atm pvc 150 15 44 aal5snap 8000 8000 1

 atm pvc 151 15 46 aal5snap 8000 8000 1

 atm pvc 152 15 47 aal5snap 8000 8000 1

 atm pvc 153 15 50 aal5snap 8000 8000 1

 atm pvc 154 15 40 aal5snap 8000 8000 1

 atm pvc 156 15 55 aal5snap 8000 8000 1

 atm pvc 162 15 35 aal5snap 8000 8000 1

 atm esi-address 111111111111.0A

 atm arp-server self

 map-group atm

!

interface ATM2/0.21 multipoint

 description EUITTnet (Proyecto T+T)

 ip address 138.4.22.120 255.255.255.192

 no ip route-cache

 no ip mroute-cache

 atm pvc 163 16 40 aal5snap 5000 5000 1

 atm pvc 164 15 32 aal5snap 4000 4000 1

 atm pvc 170 15 49 aal5snap 8000 8000 1

 map-group atm-euitt

!

interface Serial4/0:15

 description Primario RDSI

 ip address 192.168.32.80 255.255.255.0 secondary

 ip address 138.4.1.1 255.255.255.192

 encapsulation ppp

 no ip mroute-cache

 load-interval 30

 no keepalive

 shutdown

 dialer idle-timeout 7200

 dialer map ip 192.168.32.60 name Cambridge

 dialer map ip 192.168.32.80 name r7000.etsit.upm.es

 dialer map ip 192.168.32.40 name Paris

 dialer-group 1

 no fair-queue

 ppp authentication chap

!

ip classless

ip route 0.0.0.0 0.0.0.0 138.4.47.66

ip route 131.111.168.0 255.255.255.0 192.168.32.60

ip route 157.159.175.0 255.255.255.0 192.168.32.40

ip route 157.159.175.22 255.255.255.255 138.4.47.66

ip route 157.159.176.0 255.255.255.0 192.168.32.40

ip route 193.60.94.160 255.255.255.224 192.168.32.60

ip route 193.60.94.168 255.255.255.255 138.4.47.66

......

!

map-list atm

 ip 138.4.2.65 atm-vc 160

 ip 138.4.2.70 atm-vc 162

 ip 138.4.1.71 atm-vc 154

 ip 138.4.1.72 atm-vc 153

 ip 138.4.1.75 atm-vc 156

 ip 138.4.1.78 atm-vc 142

 ip 138.4.1.79 atm-vc 149

 ip 138.4.1.80 atm-vc 150

 ip 138.4.1.81 atm-vc 151

 ip 138.4.1.82 atm-vc 152

 ip 138.4.23.254 atm-vc 400

 ip 147.83.131.5 atm-vc 50

 ip 100.100.100.2 atm-vc 170

 ip 138.4.47.129 atm-vc 550

!

map-list atm-euitt

 ip 138.4.22.121 atm-vc 164

 ip 138.4.22.122 atm-vc 170

 ip 138.4.22.65 atm-vc 163

!

snmp-server community public RO

dialer-list 1 protocol ip list 110

!

line con 0

 exec-timeout 0 0

line aux 0

line vty 0

 exec-timeout 0 0

 password 7 011514550B0D145E71

 login

 escape-character BREAK

line vty 1

 exec-timeout 0 0

 password 7 00020157545D19575F

 login

 length 35

 escape-character BREAK

line vty 2

 exec-timeout 0 0

 password 7 1514195D542C397578

 login

line vty 3

 exec-timeout 0 0

 password 7 08275E1F591F174642

 login

line vty 4

 exec-timeout 0 0

 password 7 1514195D542C397578

 login

 length 35

!

end

3.5 Network Configuration Sun Workstation in Cambridge

Three modes are defined:

· sessions locally,

· sessions with Evry,

· sessions with Madrid

The network configuration on the SUN server in Cambridge is the following (result of ifconfig –a command)

lo0: flags=849<UP,LOOPBACK,RUNNING,MULTICAST> mtu 8232

        inet 127.0.0.1 netmask ff000000

hme0: flags=863<UP,BROADCAST,NOTRAILERS,RUNNING,MULTICAST> mtu 1500

        inet 131.111.168.60 netmask ffff0000 broadcast 131.111.255.255

        ether 8:0:20:7c:71:6a

fa0: flags=842<BROADCAST,RUNNING,MULTICAST> mtu 9188

        inet 0.0.0.0 netmask 0

        ether 0:20:48:6:95:fe

qaa0: flags=843<UP,BROADCAST,RUNNING,MULTICAST> mtu 9180

        inet 192.168.32.60 netmask ffffff00 broadcast 192.168.32.255

        ether 0:20:48:6:95:fe

qaa1: flags=842<BROADCAST,RUNNING,MULTICAST> mtu 9180

        inet 0.0.0.0 netmask 0

        ether 0:20:48:6:95:fe

qaa2: flags=842<BROADCAST,RUNNING,MULTICAST> mtu 9180

        inet 0.0.0.0 netmask 0

        ether 0:20:48:6:95:fe

qaa3: flags=842<BROADCAST,RUNNING,MULTICAST> mtu 9180

        inet 0.0.0.0 netmask 0

        ether 0:20:48:6:95:fe

el0: flags=843<UP,BROADCAST,RUNNING,MULTICAST> mtu 1500

        inet 193.60.94.169 netmask ffffffe0 broadcast 193.60.94.191

        ether 0:20:48:6:95:fe

During a local session, the following procedure (named Start-levlocal) is launched:

#/bin/sh

echo --- no route added

echo --- Starting MCU...

echo --- udpmcu

./udpmcu -f 1 &

sleep 1

echo --- Starting DSM...

echo --- DSM $1 -fcfg/cambridge_conf

./DSM $1 -fcfg/cambridge_conf &

echo --- done

Where :

· cambridge_conf is:

SM_NAME=cam

SM_DESCRIPTION=Cambridge University Language Centre LEVERAGE Server.

SM_PORT=9000

MCU_MACHINE=193.60.94.169

MCU_PORT=2000

NUM_SESS=1000

· udpmcu is the Multiple Conference Unit,

· DSM is the Distributed Session Manager

The routing table is the following (result of netstat –r command):

Destination          Gateway              Flags  Ref   Use   Interface
-------------------- -------------------- ----- ----- ------ ---------
localhost            localhost             UH      0     12     lo0
193.60.94.160        193.60.94.169         U       2     34     el0
131.111.0.0          levmedia              U       3     30     hme0
224.0.0.0            levmedia              U       3      0     hme0
default              131.111.168.62        UG      0     37

After the local session the following procedure (named Stop-lev) is launched:

#/bin/sh

set pids=`ps -e | egrep "DSM|mcu|VC" | grep -v grep | cut -c0-7`

echo --- Stopping DSM, MCU and VC...

echo --- "kill -9" $pids

kill -9 $pids

echo --- deleting the ISDN routes to INT and Madrid

route delete net 157.159.0.0 131.111.168.43

route delete net 138.4.22.64 131.111.168.43

route delete net 138.4.1.64  131.111.168.43

route delete net 138.4.0.0 131.111.168.43

echo --- close the isdn link

./isdnshutdown

echo --- done

This procedure Stop-lev is unique for the three modes. It kills the DSM, udpmcu and VC, remove the route to the other site via ISDN link, and launch a script which shutdwon the ISDN link on the CISCO router.

During a session with Madrid, the following procedure (named Start-levmad) is launched :

#/bin/sh

echo --- open the isdn link

./isdnnoshutdown

echo --- adding route to Madrid

route add net 138.4.22.64 131.111.168.43 1

route add net 138.4.1.64 131.111.168.43 1

sleep 1

echo --- generating traffic to mount the 8 channels

spray -t udp -l 5000 -c 20000 -d 1000 138.4.22.122

echo --- Starting MCU...

echo --- udpmcu

./udpmcu -f 1 &

sleep 1

echo --- Starting DSM...

echo --- DSM $1 -fcfg/madrid_conf

./DSM $1 -fcfg/madrid_conf &

echo --- done

Where :

· madrid_conf is:

SM_NAME=cam

SM_DESCRIPTION=Cambridge University Language Centre LEVERAGE Server.

SM_PORT=9000

MCU_MACHINE=193.60.94.169

MCU_PORT=2000

NUM_SESS=1000

SERVER=138.4.22.122:9000:retry

· isdnnoshutdown is a script which open the ISDN link on the CISCO router.

The routing table is the following (result of netstat –r command):

Destination          Gateway              Flags  Ref   Use   Interface
-------------------- -------------------- ----- ----- ------ ---------
localhost            localhost            UH       0      12     lo0
138.4.22.64          131.111.168.43       UG       0       1

138.4.1.64           131.111.168.43       UG       0       1

193.60.94.160        193.60.94.169        U        2      34     el0
131.111.0.0          levmedia             U        3      30     hme0
224.0.0.0            levmedia             U        3       0     hme0
default              131.111.168.62       UG       0      37

During a session with Evry, the following procedure (named Start-levint) is launched:

#/bin/sh

echo --- open the isdn link

./isdnnoshutdown

echo --- adding route to INT

route add net 157.159.175.0 131.111.168.43 1

sleep 1

echo --- generating traffic to mount the 8 channels

spray -t udp -l 5000 -c 20000 -d 1000 157.159.175.21

echo --- Starting MCU...

echo --- udpmcu

./udpmcu -f 1 &

sleep 1

echo --- Starting DSM...

echo --- DSM $1 -fcfg/int_conf

./DSM $1 -fcfg/int_conf &

echo --- done

Where int_conf is 

SM_NAME=cam

SM_DESCRIPTION=Cambridge University Language Centre LEVERAGE Server.

SM_PORT=9000

MCU_MACHINE=193.60.94.169

MCU_PORT=2000

NUM_SESS=1000

SERVER=157.159.175.21:9000:retry

The routing table is the following (result of netstat –r command):

Destination          Gateway              Flags  Ref   Use   Interface

-------------------- -------------------- ----- ----- ------ ---------

localhost            localhost             UH       0     94  lo0

157.159.0.0          131.111.168.43        UG       0      9

193.60.94.160        193.60.94.169         U        2    340  el0

131.111.0.0          levmedia              U        3    338  hme0

224.0.0.0            levmedia              U        3      0  hme0

default              131.111.168.62        UG       0    580

3.6 Network Configuration Sun Workstation in Evry

Three modes are defined:

· sessions locally,

· sessions with Cambridge,

· sessions with Madrid

The network configuration on the SUN server in Evry is the following (result of ifconfig –a command)

lo0: flags=849<UP,LOOPBACK,RUNNING,MULTICAST> mtu 8232

        inet 127.0.0.1 netmask ff000000 

hme0: flags=843<UP,BROADCAST,RUNNING,MULTICAST> mtu 1500

        inet 157.159.176.21 netmask ffffff00 broadcast 157.159.176.255

        ether 8:0:20:82:cc:a 

qaa0: flags=843<UP,BROADCAST,RUNNING,MULTICAST> mtu 9180

        inet 157.159.175.21 netmask ffffff00 broadcast 157.159.175.255

        ether 0:20:48:6:21:c 

fa0: flags=842<BROADCAST,RUNNING,MULTICAST> mtu 9188

        inet 0.0.0.0 netmask 0 

        ether 0:20:48:6:21:c 

qaa1: flags=843<UP,BROADCAST,RUNNING,MULTICAST> mtu 9180

        inet 192.168.32.40 netmask ffffff00 broadcast 192.168.32.255

        ether 0:20:48:6:21:c 

qaa2: flags=842<BROADCAST,RUNNING,MULTICAST> mtu 9180

        inet 0.0.0.0 netmask 0 

        ether 0:20:48:6:21:c 

qaa3: flags=842<BROADCAST,RUNNING,MULTICAST> mtu 9180

        inet 0.0.0.0 netmask 0 

        ether 0:20:48:6:21:c 

During a local session, the following procedure (named Start-levlocal) is launched:

#/bin/sh

echo --- no route added

echo --- Starting MCU...

echo --- udpmcu

./udpmcu -f 2000 &

sleep 1

echo --- Starting DSM...

echo --- DSM $1 -fcfg/int_conf

./DSM $1 -fcfg/int_conf &

echo --- done

Where:

· int_conf is:

SM_NAME=int

SM_DESCRIPTION=INT LEVERAGE Server

SM_PORT=9000

MCU_MACHINE=157.159.175.21

MCU_PORT=2000

NUM_SESS=100

· udpmcu is the Multiple Conference Unit,

· DSM is the Distributed Session Manager

The routing table is the following (result of netstat –r command):

Destination           Gateway             Flags  Ref   Use   Interface

-------------------- -------------------- ----- ----- ------ ---------

localhost            localhost             UH       0    158  lo0

157.159.176.0        157.159.176.21        U        2   2325  hme0

157.159.175.0        levmedia              U        2   7186  qaa0

default              157.159.176.1         UG       0   7750  

After the local session the following procedure (named Stop-lev) is launched:

#/bin/sh

set pids=`ps -ax | egrep "DSM|mcu|VC" | grep -v grep | cut -c0-7`

echo --- Stopping DSM, MCU and VC...

echo --- "kill -9" $pids

kill -9 $pids

echo --- deleting the ISDN routes to Cambridge and Madrid

route delete net 193.60.94.0 157.159.176.20

route delete net 138.4.0.0 157.159.176.20

echo --- close the isdn link

./isdnshutdown

echo --- done

This procedure Stop-lev is unique for the three modes. It kills the DSM, udpmcu and VC, remove the route to the other site via ISDN link, and launch a script which shutdwon the ISDN link on the CISCO router.

During a session with Madrid, the following procedure (named Start-levmad) is launched:

#/bin/sh

echo --- open the isdn link

./isdnnoshutdown

echo --- adding route to Madrid

route add net 138.4.0.0 157.159.176.20 1

sleep 1

echo --- generating traffic to mount the 8 channels

spray -t udp -l 5000 -c 20000 -d 1000 138.4.22.122 &

echo --- Starting MCU...

echo --- udpmcu

./udpmcu -f 2000 &

sleep 1

echo --- Starting DSM...

echo --- DSM $1 -fcfg/madrid_conf

./DSM $1 -fcfg/madrid_conf &

echo --- done

Where

· madrid_conf is:

SM_NAME=int

SM_DESCRIPTION=INT LEVERAGE Server

SM_PORT=9000

MCU_MACHINE=157.159.175.21

MCU_PORT=2000

NUM_SESS=100

SERVER=138.4.22.122:9000:retry

· isdnnoshutdown is a script which open the ISDN link on the CISCO router.

The routing table is the following (result of netstat –r command):

Destination           Gateway             Flags  Ref   Use   Interface

-------------------- -------------------- ----- ----- ------ ---------

localhost            localhost             UH       0    158  lo0

138.4.0.0            157.159.176.20        UG       0      1

157.159.176.0        157.159.176.21        U        2   2325  hme0

157.159.175.0        levmedia              U        2   7186  qaa0

default              157.159.176.1         UG       0   7750  

During a session with Cambridge, the following procedure (named Start-levcam) is launched:

#/bin/sh

echo --- open the isdn link

./isdnnoshutdown

echo --- adding route to Cambridge

route add net 193.60.94.0 157.159.176.20 1

sleep 1

echo --- Starting MCU...

echo --- udpmcu

./udpmcu -f 2000 &

sleep 1

echo --- Starting DSM...

echo --- DSM $1 -fcfg/cambridge_conf

./DSM $1 -fcfg/cambridge_conf &

echo --- done

Where Cambridge_conf is:

SM_NAME=int

SM_DESCRIPTION=INT LEVERAGE Server

SM_PORT=9000

MCU_MACHINE=157.159.175.21

MCU_PORT=2000

NUM_SESS=100

The routing table is the following (result of netstat –r command):

Destination           Gateway             Flags  Ref   Use   Interface

-------------------- -------------------- ----- ----- ------ ---------

localhost            localhost             UH       0    158  lo0

193.60.94.0          157.159.176.20        UG       0      2  

157.159.176.0        157.159.176.21        U        2   2325  hme0

157.159.175.0        levmedia              U        2   7186  qaa0

default              157.159.176.1         UG       0   7750  

4. Integration and Tests

4.1 Integration of Cisco 3620 in Cambridge and Evry

4.1.1 Overview of Cisco 3620 Router

The Cisco 3620 router, a member of the Cisco 3600 series of routers, is a two-slot modular access router whose LAN and WAN connections can be configured by means of interchangeable network modules and WAN interface cards. The modular design of the router provides flexibility, allowing you to configure the router to your needs and to reconfigure it if your needs change.
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Figure 6: Front Panel of the Cisco 3620 Router
4.1.2 Features

The features of the Cisco 3620 router include the following:

· High-performance 80-MHz Reduced Instruction Set Computer (RISC) processor

· Slots for two network modules

· Slots for two Personal Computer Memory Card International Association (PCMCIA) cards

· Flash memory

· Four slots for dynamic random-access memory (DRAM), which you can configure as shared memory or main (processor) memory

· Supports connection to an optional external redundant power supply

· High-speed console and auxiliary ports (up to 115.2 kbps)

· Hardware thermal alarm to warn of excessively high operating temperature

· Mounting in a 19-inch, 23-inch, or 24-inch rack, on a wall, on a desk, or on a tabletop

4.1.3 Installing the Router

4.1.3.1 Ethernet Connections

The Ethernet interfaces available for the router operates at speeds of up to 10 Mbps. All Ethernet modules provide both an attachment unit interface (AUI) connector and a 10BaseT connector for the Ethernet 0 port. To connect the Router to the Ethernet network, you have to plug in the Ethernet cable (normally 10BaseT twisted pair) into the port Ethernet 0 on the back of the device.




Figure 7: Ethernet 0 (eth0) on the right side
4.1.3.2 CE1/PRI Connections

The CE1/PRI module has one E1 port with balanced 120-ohm interfaces. CE1/PRI modules receive and transmit data bidirectionally at the E1 rate of 2.048 Mbps and provide up to 30 virtual channels per E1 port. Each of the virtual channels is presented to the system as a serial interface that can be individually configured. The E1 interface is the physical medium that supports ISDN PRI. The connection to the Telecom Operators PRI outlet has to be done with the special cable. 



Figure 8: E1 Interface Cable for 120-Ohm, Balanced Connections (with RJ-45 Connector)

This cable has on one end a RJ-45 connector and on the other end a DB-15 Connector. Please connect the cable to the CE1/PRI port on the back of the device.
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Figure 9: Port on the CE1/PRI-U Module
The end with the RJ-45 will be plugged into the Telecom Operators PRI outlet. The preconfigured cables should work on any E1 CSU. If not you could use the break-out-box (small box with female RJ-45 plug on both ends) for an adaptation to your local pinout.
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Figure 10: Connecting a 120-Ohm CE1/PRI-B Module to an E1 CSU (DB-15-to-RJ-45 Connectors)
4.1.3.3 Connecting the Router to the PRI outlet

The following table lists the Pinouts for the CE1/PRI interface cable. The most important pins are underlayed with grey. 

CE1/PRI End
Network End

DB15
RJ-45

Pin
Signal
Pin
Signal

9
Transmit Tip
4
Transmit Tip

2
Transmit Ring
5
Transmit Ring

10
Transmit Shield
6
Transmit Shield

8
Receive Tip
1
Receive Tip

15
Receive Ring
2
Receive Ring

7
Receive Shield
3
Receive Shield

Table 1: E1 Interface Cable Pinouts

4.1.4 Connecting the Console Terminal and Modem

This section describes how to connect a console terminal and a modem to the router. You can connect only a terminal or PC with terminal software to the console port. Use the auxiliary port only with a modem for remote access to the router.

4.1.4.1 Console Port

Take the following steps to connect a terminal or a PC running terminal emulation software to the console port on the router:

Connect the terminal using an RJ-45 rollover cable and an RJ-45-to-DB-25 or RJ-45-to-DB-9 adapter. The provided adapter is labeled Terminal.
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Figure 11: Connecting the Console
Configure your terminal or terminal emulation software for 9600 baud, 8 data bits, no parity, and 2 stop bits.

Note: Because hardware flow control is not possible on the console port, it is not recommended that modems be connected to the console port. Modems should always be connected to the auxiliary port.

4.1.4.2 Auxiliary Port

Take the following steps to connect a modem to the auxiliary port on the router:

Connect a modem to the auxiliary port using an RJ-45 rollover cable with an RJ-45-to-DB-25 adapter. The provided adapter is labeled Modem. 
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Figure 12: Connecting a Modem to the Auxiliary Port
The router auxiliary port is configured for autodetecton of the baud rate. A baudraute of 14'000 for the modem is recommend and a setup for hardware flow control with Data Carrier Detect (DCD) and Data Terminal Ready (DTR) operations.

4.1.5 Router Configuration

There are three possible ways to setup the router.

· over a PC or terminal on the com port

· remote over a modem connected to the aux port

· remote over a telnet session to the PRI- or Ethernet port

The easiest way is using the com port together with a terminal emulation software on a PC. After power on the router will show after some internel boot messages the greeting message.

*************************************************

*                                               *

*                     ascom                     *

*        ENTERPRISE NETWORKS SWITZERLAND        *

*          LEVERAGE ACTS Project AC109          *

*                                               *

*        Unauthorized access prohibited         *

*************************************************

You will see the prompt

Paris>

where you can enter the command

Paris> enable

After this you have to enter a password (please contact Ascom Ltd. to get the passwords) to get access to the priviledged mode.

Paris> password: XXXXXXXXX 
The prompt will change to

Paris#

To look at the running setup you enter the command

Paris# show configuration

This will list the following information on the terminal screen:

Please take care and do not use any commands other than „show“ as long as you don’t understand what you are doing. Since it is vry easy do mix up the settings do not try to do any modification by yourself.

Since we will do any reconfiguration by remote access over modem, you will not have to do anything with the setup as long as we have at least access to the router by modem. In the worsest case we will have to instruct you what settings you should modify and how you should do that.

4.2 Procedure to start a session

The procedure to start a session is different on each site. Some examples and explanations could be seen in chapter 4.4 (for Cambridge site) and chapter 4.5 (for Evry site).

4.3 Procedure to stop a session

The procedure to stop a session is different on each site. Some examples and explanations could be seen in chapter 4.4 (for Cambridge site) and chapter 4.5 (for Evry site).

4.4 Test of ISDN interconnection

The test of the functionality of the ISDN interconnection has to be done in different steps. It is not very useful to start the whole LEVERAGE system to test the basic interconnection. This leads to the following test scenarios:

· Check the interconnection with a telnet session over ISDN from one Cisco access router to the other. This can be done by starting a telnet session within the shell on the Cisco access router.

· If the first test is successful, take the next step and start a telnet session from a workstation connected to the same Ethernet segment as the Cisco access router and try to get the shell of the Cisco access router on the other side.

· If the second test is successful, take the next step and start a telnet session from the Sun workstation connected to the same Ethernet segment as the Cisco access router and try to get the shell of the Sun workstation on the other side.

· If the third test is successful, try to do a file transfer with ftp from one Sun workstation to the other. Check if both ways are working.

· After the fourth test is successful try using the LEVERAGE application plattform for more testing between two sites.

Glossary of terms and abbreviations

to write by ascom and other authors

ATM
Asynchronous Transfer Mode

BRI
Basic Rate Interface

FR
Frame Relay

ISDN
Integrated Services Digital Network

IP
Internet Protocol

LAN
Local Area Network

LL
Leased Line

PRI
Primary Rate Interface

TCP
Transmission Control Protocol

UDP
User Datagram Protocol

WAN
Wide Area Network
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