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Abstract

UPMSat-2 is an experimental micro-satellite mission which is being developed at the Technical University of Madrid (UPM) with the collaboration of several industrial companies and research institutions. This paper describes the design of the software architecture for the on-board computer of the satellite.

1 Introduction

UPMSat-2 is a project aimed at developing an experimental micro-satellite that can be used as a technology demonstrator for several research groups at UPM, the Technical University of Madrid. The project is led by IDR/UPM,1 and is being carried out with the participation of STRAST/UPM,2 TECNOBIT,3 and some other University and industry groups that are active in the Spanish aerospace sector. The launch date is currently set to early 2015.

The STRAST/UPM group is in charge of developing all the software required for the UPMSat2 mission. A previous paper (de la Puente et al., 2012) described the main aspects of the hardware and software architecture of the on-board computer (OBC). This paper describes in detail the methodological approach taken for on-board software development and the software tools that are being used for it.

Section 2 summarises the main aspects of the OBC functionally and architecture. Section 3 describes the software methodology that has been used to develop the software. Section 4 shows the software architecture of the system, and section 5 describes the implementation of the ADCS component as an example. Finally, some conclusions and a summary of the remaining work to be done are recorded in section 6.

∗This work has been partly funded by the Spanish Government, project no. TIN2011-28567-C03-01 (HI-PARTES).
1“Ignacio Da Riva” Institute, see www.idr.upm.es.
2Real-Time and Telematic Services Group, see www.dit.upm.es/str.
3http://www.tecnobit.es/.
2 On-board computer overview

2.1 On-board computer functions
The UPMSat-2 On-Board Computer (OBC) is an embedded computer system that is in charge of executing all the control and monitoring functions of the satellite, including:

- Attitude determination and control (ADCS). The attitude of the satellite is determined from magnetic field and solar sensor measurements, and is corrected by means of a set of magnetorquers.

- Telemetry and telecommand management (TMTC). Telemetry messages are sent to the ground station, and telecommands are received from it, by means of a radio unit operating in the UHF 400 MHz band.

- Platform monitoring and control. Important sensor data (voltages, temperatures, orbit and attitude parameters) are measured periodically and their values checked for safe operation. Monitoring data are periodically sent to the ground station by telemetry.

- Experiment management. The payload of the satellite consists of a set of experiments provided by several research groups and industrial companies. The experiments include testing new sensor and actuator designs, as well as collecting operational data and experimenting with new control algorithms.

2.2 Computer system architecture
The hardware architecture is based on a LEON3 computer implemented on an FPGA, with a clock frequency of 100 MHz. The computer board includes 1 MB EEPROM, 4 MB SRAM, and a number of analog and digital input and output lines and serial ports.

Figure 1 shows a context diagram of the system.

3 Software development methodology

3.1 Model-driven software engineering
Following previous experience in the ASSERT, CHESS, and HI-PARTES projects, a model-driven engineering approach (Schmidt, 2006; Zamorano and de la Puente, 2010) has been chosen to develop the on-board software system. Accordingly, the system is first described as a high-level platform-independent model (PIM), which is later transformed to a platform-specific model (PSM), including all implementation details. The system is implemented by automatically generating code from the PSM.

4 See www.gaisler.com.
3.2 UPMSat-2 software process

The main steps of the software process for the UPMSat-2 software are shown in figure 2. The process starts with the development of a platform-independent system model. This model includes all the aspects of the application software that do not depend on the details of the executing platform. The UML2 language (OMG 2011a) is used as a basic notation for describing the functional properties of the system. Functional models in other languages, such as Simulink®, can be integrated into this model as well (see e.g. Garrido et al., 2012). Real-time properties can be specified in the model using the UML MARTE profile (OMG 2011b). For instance, a periodic activity can be modelled as a class annotated with the stereotypes GQAM::WorkloadEvent and GRM:SchedulableResource to specify a periodic arrival pattern and a deadline for the activity.

From this model an analysis model is derived using an automatic transformation tool. The analysis model is based on the MAST modelling language and tools (González Harbour et al., 2001), which are used to carry out static timing analysis in order to validate the real-time behaviour of the model. To this purpose, some assumptions about the execution platform and execution time data are needed, which makes this model a platform-specific model (PSM).

At a lower level of abstraction, a neutral model is used in order to reduce the gap between higher-level models and source code. It is automatically generated from the system model, and also incorporates information coming from the analysis model. It is described in plain UML, and is not intended to be manipulated by the designer.

Finally, source code is generated from the neutral model using a specific tool. The tool produces Ravenscar-compliant concurrent Ada code (ARM05), which can be executed on the ORK+ real-time kernel (de la Puente et al., 2008) which
Figure 2: Model-based software process
4 Software Architecture

The UPMSat2 software system model is an architectural model which is composed of a set of components. The connections between components are based on their provided interfaces, which include all the public operations exported by each component. Internally, a component is structured as a set of software objects that implement the operations in the interface and perform additional duties. The design complies with the Ravenscar computation model (Burns et al., 2004), and thus the basic level components are restricted to be cyclic, sporadic, and protected objects.

The overall architectural design of the UPMSat2 software system is shown in figure 3. It consists of the following components:

Manager: The satellite may be in a number of operational models that determine its expected behaviour. The transitions between models are driven by system events, such as reaching a low battery level, detection of errors, or receiving specific telecommands. Each software component has a specific behaviour for each of the modes. The Manager is in charge of setting the operational mode and notifying it to the rest of the software components, so that they can adapt their operation accordingly. This component is also responsible for handling errors.

Figure 3: Software architecture

is part of the GNATforLEON toolchain.\footnote{www.adacore.com}
Platform: This component is mainly in charge of general satellite housekeeping functions. It gets state values from the satellite by reading sensors, checks if the values are correct, and prepares housekeeping telemetry messages to be sent to the ground station. The platform component also provides a more abstract access to the sensor measurements.

The internal structure of the platform component relies on a cyclic activity that is executed according to the operation mode. Sensors are grouped according to the type of measurements, such as temperatures, voltages, magnetometer currents, and solar cells. Last measured data will be kept in memory for providing this information to other modules, such as ADCS or TC/TM.

Data is read by using the HWAccess components, which provides raw data. The platform is in charge of converting them into engineering units, and analysing their validity. This can be done by checking that they are within a valid range, or by analysing it with respect to previous samples.

HWAccess: This component encapsulates the access to the hardware sensors and actuators. In particular, it includes the required drivers. It provides a set of operations for reading and writing the required data.

Logbook: This component encapsulates access to a buffer storage area. It is used to store telemetry messages that are generated during system operation, but cannot be sent during the periods when there is no antenna coverage from the ground station.

ADCS: This component is in charge of determining and controlling the satellite attitude. The attitude of the satellite is calculated based on two types of sensors: magnetometers and solar cells. Magnetorques are used for correcting the satellite attitude. The ADCS internal structure and detailed design is presented in section 5.

TCTM: This component includes the operations for communicating with the ground station: receiving telecommands (TC), and sending telemetry (TM), with information of the satellite state and operations. Some examples of telecommands are configuration of satellite parameters, requests for changing the operational model, activation of experiments, etc.

Experiments: The UPMSat2 satellite will include a number of experiments in order to test the behaviour of selected electronic equipment in a space environment, or to check some new algorithms or measurement techniques. The experiments are activated one at a time, when the satellite is in a particular operational mode, when an appropriate command is received from the ground station. The data resulting from the experiment are sent to the ground station by means of telemetry messages.

5 Detailed design of the UPMSat2 ADCS

This section describes the detailed design of one of the UPMSat2 software components, the ADCS subsystem, as an example of how this step of the software
development process is performed. Figure 4 shows the class diagram that makes up the ADCS internal structure. It consists of four elements.

**ADCSInterface**: This interface defines the operations that the ADCS component will make public for the rest of the system, i.e. its provided interface. The operations specified here are implemented in other ADCS classes.

**LocalModelManager**: This class is used to manage the operational model at a local level. The global operational mode is set by the higher-level Manager component, whereas the local manager provides access to the current mode and mode change requests for the rest of the ADCS subsystem. It also provides an operation that can be used by other elements in the ADCS subsystem to wait for a mode change to occur, if they are inactive in the current mode.

Since the local mode manager is used by other elements exhibiting a concurrent behaviour, its operations are defined to be executed in mutual exclusion. In terms of the Ravenscar computational model it is a protected class.

**AttitudeControlData**: This class handles control parameters for the ADCS subsystem. It provides operations for changing the control parameters and for setting the attitude reference values. This is also a protected class.
AttitudeControl: This class does the real job of performing the satellite attitude control. It contains a thread that periodically gets the mode and current control parameters, applies the control algorithm, and actuates by means of the magnetorquers. The sequence diagram of this class is shown in figure 5. It is modelled as a schedulable resource with an event activation pattern, using UML MARTE notation. In terms of the Ravenscar model this class is a periodic class.

The next step is to derive a deployment model corresponding to this class diagram. This model uses objects that are instances of the previous classes, and defines parameters, such as priorities, periods, and deadlines. It is represented as a component UML model, as shown in figure 6. This representation is used for response time analysis and code generation purposes. Mutual exclusion objects generate protected objects, schedulable resources with periodic activation patterns are transformed into periodic tasks, and the full component will be decomposed into packages, where the operations in the component interface are included in its public specification.

The control algorithm has been design using a model in Simulink, in order to keep up with the general practice of control engineers, as part of the platform-independent model. This high-level model has been integrated in the previous generated code by carrying the following steps:

- C sequential code for the control algorithm has been automatically generated from the dynamic model using the appropriate Simulink toolkit.
- Sequential code is embedded into the periodic task generated by the MDD toolset.
- The code is uploaded to the computer board for testing. The Simulink hardware-in-the-loop facilities can be used to test the subsystem and validate its operation against a dynamic model of the satellite attitude.

6 Conclusion

The UPMSat2 project is an excellent occasion for our group to apply recent research on real-time software engineering to a real space mission. Although the scope and size of an academic system is limited, it is still a real development which will give us the opportunity to show that the ORK+ technology and modern software engineering methods can be successfully applied in such a demanding kind of applications.

We expect to devote the next months until the launch date to completing the development of the software, and to carrying out all the necessary verification and validation activities that will ensure that the software is correct in its final form.
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